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ABSTRACT

In this work we performed force field parameter optimisation for various -lactams using the Force Field Toolkit (FFTK) and
Gaussian calculations. Two problems that users are likely to encounter when optimising other drug molecules are identified.
First, inappropriate CGenFF parameters without penalty prediction could cause a difficulty in optimisation. Second, multiple
dihedral parameter sets may produce the same molecular mechanics (MM) potentials of similar quality, raising the question on
how to choose the right parameter set as the best solution. A systematic protocol incorporating molecular dynamics simulations
and a principle for selecting the dihedral phase shifts are introduced. Using the protocol, we then successfully optimised both
neutral and anionic forms of penam and of cephem. Our results highlight the importance of selecting proper phase shifts during
the dihedral optimisation, and the protocol proposed in this work is beneficial to other users.

Introduction

Benefiting from the growth of computing power and from the development of highly accurate force fields, e.g. CHARMM-2,
AMBER?, OPLS-AA*3, RSFF®’, etc., molecular dynamics (MD) simulations are now a standard tool employed during
computer-aided drug design®°. From generating the ensemble protein conformations for virtual screening'®!! to sampling
microstates for binding affinity calculations'> 3, (enhanced) MD simulations have been carried out in a broad range of scenarios.
Apart from these examples, (enhanced) MD is also commonly used to reveal the interrelation between a protein’s conformations
and its function'* !> as well as for exploring the ligand-protein interactions'.

For MD results to be reliable, accurate force fields must be employed. While accurate parameters for amino acids are
provided in the standard force fields like CHARMM?36"-2 or AMBER ff19SB?, parameters are also available for a huge range
of ligands, e.g. in CGenFF!” for CHARMM or GAFF'® for AMBER. However, owing to the complexity of the chemical space,
optimised parameters can not be provided for all drug-like molecules. Instead, web services!*~>! and software tools>>~>* are
available to help users predict and optimise parameters for the ligands of interest. For instance, if one would like to conduct a
protein-ligand simulation using the CHARMM force field, one can obtain the ligand parameters from the ParamChem web
server?®, which will report the atom types, atom charges, and bonded parameters based on analogy with the CGenFF force
fields. Penalties are then reported for these parameters based on the level of analogy. If the analogy is good, a low penalty
is expected. Otherwise, a large penalty will be reported. The user should then further optimise those parameters with large
penalties, using software such as the Force Field Toolkit (FFTK)?2.

FFTK?? is a VMD?% plugin designed to assist a normal user to carry out the cumbersome ligand parameterization using
CHARMM compatible ligand force fields. It provides a graphical user interface to generate input files for quantum calculations,
to analyze the quantum calculation outputs, and to carry out the fitting of the molecular mechanics (MM) parameters to the
quantum data. Currently, input/output to two quantum chemistry packages, Gaussian?’ and ORCA?8, are provided. While
FFTK and other software have greatly simplified the procedure of ligand parameterization, it can still be very challenging to
perform this task for drug-like molecules. For instance, Pavlova and Gumbart employed FFTK to optimize the macrolides®’, a
group of antibiotics that target the protein synthesis in bacteria. They reported the problem that for the same dihedral angles,
different multiplicities can reproduce the quantum potentials equally well. However, only the multiplicities from their own
prediction, but not those from ParamChem, can reproduce the desired ligand conformation during MD simulations. The same



group recently carried out the parameterization of the drug molecule AT130°°, and revealed many details that one should pay
attention to during the optimisation process. The third example is the optimisation of norfloxacin, performed by Morado et
al.”? using their own software ParaMol®'. For this molecule, an extensive 2-dimensional potential energy surface scan was
performed for optimising the dihedral parameters. All these examples demonstrate that the optimisation of dihedral angle
parameters is not as straight-forward as the other bonded parameters for bonds or angles, and therefore extra care must be taken
in order to obtain reliable parameters.

From the chemical complexity, heterocyclic compounds are often considered difficult to parameterize. If a compound
contains fused rings or spiro rings, this process can be even more challenging. Unfortunately, many drug molecules fall
into this category, and hence require extensive force field parameterization. Apart from drug molecules, custom force fields
for non-natural amino acids**33 and bacterial components** are not included in the standard force field databases and were
constructed by experts additionally. While some of the parameters are available, users are still required to optimise many of the
parameters by themselves. However, ligand parameterization remains challenging and requires a lot of experience, especially
for those containing heterocyclic structures or fused rings. Hence, sharing protocols and lessons learned from optimising new
ligands is still beneficial to other users.

In this work, we optimise the force field parameters for -lactams, an important class of antibiotics that are composed of
heterocyclic fused rings. We discuss the difficulties that one may encounter during the parameterization, and show that there is
a systematic protocol to address these issues.

Method

Our workflow follows the standard FFTK parameterization scheme??, with a more rigorous protocol that incorporates informa-
tion obtained from MD simulations to determine proper phase shifts for the dihedral angle parameters. Fig. 1 shows the entire
workflow.

The parameterization begins with using ParamChem? to obtain CGenFF parameters for the ligand, for which the initial
geometry can be taken from PubChem?> or RCSB PDB?°. ParamChem is a web server that automates the atom type mapping
and determines the associated CGenFF force field parameters and their penalties based on analogy. The output, including the
atom types, charges, bond and angle parameters, as well as dihedral and improper dihedral parameters, are listed in a szr file.
In general, a penalty score is listed for each parameter. Ranging from 0 to 10, the penalty shows that analogy is fair and no
extra validation is required. Ranging from 10 to 50, some basic validation is required. Penalties larger than 50 indicate that the
analogy is poor and further optimisation is mandatory. In this work, we only distinguish the low penalty (< 10) that requires no
parameterization and the high penalty (> 10) that requires parameterization. Apart from these groups, some parameters are
reported with no penalty prediction (i.e. penalty is reported as zero). These are parameters that are provided in the original
CGenFF database'’, i.e. they were optimised carefully with respect to a set of molecules. If other molecules share a similar
structural analogy with molecules from this original set, their parameters will be taken directly from this database, and no
penalties will be assigned. For instance, monobactam (also known as 2-azetidinone) is the simplest 3-lactam that contains only
a 4-member heterocyclic ring. Being the core of an important class of antibiotics, it was included and optimised carefully in the
original CGenFF database. Consequently, analysis of the parameter penalties for monobactam shows zero parameters with
penalties, see Fig. 2(a). In contrast, penam and cephem are not included in the original CGenFF database, so most of their
parameters show a large penalty and require an update, as shown in Fig. 2(b) and (c). Only a few parameters from penam and
cephem (mostly among the bond and angles parameters) have no penalty reported, because these are parameters taken from
monobactam in the original CGenFF. However, no penalty does not mean that these parameters are actually good choices and
do not require any optimisation. Instead, one should carefully check the validity of these parameters and include the bad ones
for parametrisation. This is the first pitfall that could trap an user.

After the initial ligand geometry and CGenFF parameters are prepared, we conduct the geometry optimisation using
Gaussian 167, Dihedral rotations are employed to search for the global minimum, and the candidates will be further submitted
to geometry optimisation. The global minimum, referred to as the quantum geometry hereafter, will be used as the reference
equilibrium geometry in all later steps of the parameterization.

Charge optimisation is achieved by fitting the MM atom charges to reproduce the QM interactions with water. Additionally,
the distance (hydrogen bond length) and the dipole moment are taken into consideration during the fitting?”. Following the
original CGenFF protocol!”, the interaction energy is scaled by a factor of 1.16 for a neutral polar molecule, and the quantum
hydrogen bond length is offset by —0.2 A to account for the hydrogen bond length in solution. For carbons that can interact
with water as both a hydrogen bond donor and acceptor, a weighting factor of 0.5 is applied during the fitting to avoid giving it
double weight. Ideally, one aims for a fitting error within 0.2 kcal/mol of the quantum interaction energy, a dipole moment
within 1.2 to 1.5 times of the quantum dipole moment, and a distance error below 0.1 A7 In practice, a larger interaction
energy error (< 3 kcal/mol) is acceptable, as long as the dipole moment is still within the acceptable range®”. The distance
error is often considered less relevant.
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Figure 1. The parameterization workflow. Generate CGenFF parameters: The initial CGenFF parameters are predicted using
the ParamChem server. Geometry Optimisation: The equilibrium geometry is determined via quantum calculations. Charge
Optimisation: The atom charges are fitted by reproducing the quantum interaction energy with water, the quantum equilibrium
distance, and the quantum dipole moment. Bond and Angle Optimisation: Force constants and equilibrium bond lengths/angles
are determined by fitting distortion energies calculated from the quantum Hessian matrix. Dihedral Optimisation: Force
constants and phase shifts are determined by fitting MM potentials to quantum dihedral potentials. Sometimes extra
multiplicities are introduced. To apply the protocol to fused rings, we further separate the dihedrals into 3 groups: dihedrals
belonging to the 4-member ring, dihedrals belonging to the 5- or 6-member ring, and the remaining dihedral and improper
angles. Optimisation is performed per group, and several sets (with different choices of phase shifts) are tested using MD
simulations. Parameters from the set with a good MD conformation, good potential fitting, and consistent choice of multiplicity
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parameters fall into each class of penalty severity (see legend), and we group the parameters into atom charges, bond and angle
parameters, as well as dihedral and improper dihedral parameters. Monobactam’s parameters, as well as other parameters based
on monobactam analogy, are originally provided in the CGenFF database and thus they are reported with no penalty.
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CGenFF models the bonds and angles as harmonic oscillators, i.e. ligands are assumed to vibrate only around the optimised
quantum geometry. Because FFTK determines the force constants and the associated equilibrium values of bonds and angles by
fitting distortion energies calculated via the Hessian matrix, wrong parameters not updated during the fitting could lead to a
convergence problem, e.g. equilibrium angles constantly jump to a wrong value. Thus, it is recommended to take all angles and
bonds for parameterization. If one wishes to keep using the default CGenFF parameters, one at least should check carefully
whether the equilibrium reported by the CGenFF parameters matches the true equilibrium found by the quantum geometry
optimisation. Generally acceptable error bounds for bonds and angles are 0.03 A and 3°V7, respectively.

The last step of our protocol is to determine the dihedral and improper dihedral parameters. Relaxed 1-dimensional potential
energy surface (1D PES) scans along all dihedral rotations are performed with Gaussian 16. Note that FFTK removes redundant
single bond rotations and those with hydrogens, but we include all of them during our optimisation. CGenFF models the

dihedral potentials as'”,
Viihedrals = Z ko [1+cos(ng —9)] (D
dihedrals

where ky is the force constant for a dihedral angle ¢, n is the multiplicity (n = 1, 2, 3, 4, or 6), and 0 is the associated phase
shift (6 = 0° or 180°). The dihedral parameterization aims to reproduce the quantum potentials using these MM parameters.
Important modifications such as introducing extra multiplicities for some dihedrals, avoiding over-fitting, correcting the default
CGenFF multiplicity, and validating the outcome by molecular dynamics (MD) simulations have been reported®-3?. Here we
stress that predicting the phase shifts in advance can increase the fitting quality, especially when the search space is so large that
getting correct phase shifts for all dihedrals becomes difficult. Our principle is to choose a 0 that places the equilibrium dihedral
angle at the valley of the cos function for the associated n, or at least as close to this valley as possible. For instance, for a
dihedral angle of multiplicity n = 1 with an equilibrium angle at 0°, we will choose the phase shift to be = 180°, because the
minimum of cos(¢ — &) appears at ¢ = 0° if § = 180°.

To further validate the prediction obtained in this way, we introduce a search protocol to systematically explore the dihedral
parameter space. The parameters of the 4-member ring and of the 5- or 6-member ring are updated separately. When necessary,
we perform another iteration to ensure convergence of the parameters, see the dihedral optimisation protocol in Fig. 1. This
is only needed when the maximum force constant from the 5- or 6-member ring (which is updated later) is much larger than
the one from the 4-member ring. Several sets of optimised parameters using different choices of phase shifts are generated
and tested using MD simulations. The best set is selected for further optimisation, based on three criteria: how well the fitted
MM PES compares to the QM PES, how well the MD conformation matches the quantum geometry (measured via root mean
squared deviation, RMSD), and how well the choice (of multiplicity and phase shifts) agrees with those selected for other
B-lactams. Through these selection criteria, information from MD simulations is included into our parameterization protocol
and helps us navigate through the search of dihedral parameter space (in particular the space of phase shifts) efficiently. Using
this protocol, we successfully optimise the dihedral parameters for the fused rings to reproduce the quantum geometry using
only default CGenFF multiplicities, i.e. no extra multiplicities are needed during the fitting.

In this process, the MD conformation is obtained from the major cluster centroid of a 50 ns NPT simulation, using
Gromacs®”*° The ligand is solvated in a cubic box of size 30 A, and only for the anionic ligand a counter ion Na™ is introduced
to make the system neutral. Following the CHARMM standard, the van der Waals force switching is turned on at 10 A and the
force is completely off beyond 12 A. The electrostatic interaction is calculated using the Particle Mesh Ewald (PME) method*®,
with a spline order of 4 and a grid spacing of 1.25 A. The temperature and pressure are controlled at 300 K and 1 bar using the
V-rescale thermostat*’ and Parrinello-Rahman pressure coupling®®°, respectively. Bonds involving hydrogens are constrained
using lincs®". Prior to the MD simulation, the system is first subjected to a 50,000 step energy minimization to remove any high
energy clashes, a 100 ps NVT equilibration to heat up the system, and a 100 ps NPT equilibration to equilibrate the pressure.
Conformations sampled in the 50 ns trajectory are clustered based on the fused ring structure using the GROMOS method>!
with a 0.2 A RMSD cutoff.

Last but not least, all quantum calculations are performed using Gaussian 1627 at MP2/6-31G(d) level for neutral molecules
and MP2/6-31+G(d) for anions, except for the water interactions required for the charge optimisation. For the latter, HF/6-
31G(d) is employed in the quantum calculations to stay consistent with the CHARMM water model, which was originally
parameterized at the HF/6-31G(d)level.

Results

Monobactam

Monobactam is the simplest 3-lactam. Its parameters are provided in the original CGenFF, and hence no penalties are predicted
by ParamChem. Furthermore, MD simulation reveals a stable ligand structure that compares well with the quantum geometry,
see Fig. 3(a). Therefore, there hardly seems to be a reason to re-optimise the parameters. However, on careful inspection,
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Figure 3. Monobactam. (a) Comparison between the quantum geometry (cyan), the MD conformation obtained using
CGenFF parameters (orange), and the MD conformation obtained using re-optimised parameters (green). Both sets of
parameters reproduce the quantum geometry very well. Associated cluster sizes reach 98.6% and 94.5%, respectively. (b)
Dihedral fitting results. The quantum potential is depicted in black, while potentials fitted with the CGenFF phase shifts
(labeled as CGenFF) and with phase shifts initially from CGenFF but allowed to vary during optimisation (labeled as FFTK)
are depicted in red and blue, respectively. In contrast to the quantum dihedral potentials, these two MM potentials show strange
barriers where local minima should be. Only the MM potential fitted using phase shifts from our prediction (green) agrees well
with the quantum data.

we find that the MM parameters have equilibrium angles that deviate strongly from the quantum geometry, especially for
the essential four angles that are labeled in panel (a). Table 1 lists the equilibrium values for QM and MM and shows that
they differ by up to 20°. While in monobactam these four angles can compensate each other and lead to a good match with
the quantum geometry during MD simulation, this feature is not reproducible when we try to optimise penam and cephem,
where the fused ring structure will distort the 4-member ring, making it less planar than in monobactam. Considering how the
parameters for angles and bonds are determined, wrong equilibrium angles that are not updated during the fitting can cause a
convergence problem. Therefore, we will include all bond and angle parameters when optimising penam and cephem, and we
will also carry out the parameterization for monobactam for validation of our approach. All parameters, except for the charges
of the hydrogen atoms, are re-optimized.

Surprisingly, even for this simple molecule, finding the correct phase shifts via fitting the dihedral potentials is challenging.
Fig. 3(b) shows the resulting PES obtained from using the CGenFF phase shifts (red curve; s locked during fitting), from FFTK
(blue curve; ds allowed to vary during fitting), and from our prediction (green curve; ds chosen as described in the Methods
section and locked during fitting). Among these three sets, only our prediction produces a harmonic-like potential, similar to
the quantum potentials (black curve), while the other two results show strange barriers across all potentials. Consequently, only
our prediction yields an MD conformation comparable to the quantum geometry, see Fig. 3(a) for the major MD conformation
depicted in green. This motivates us to carefully select the phase shifts when optimising penam and cephem, and see if this
boosts the quality of the dihedral parameterization.

Angle index | CGenFF equilibrium (°) ‘ QM optimised geometry (°)

1 106.00 86.08
2 104.50 87.36
3 104.50 90.76
4 111.50 95.81

Table 1. List of the monobactam equilibrium angles reported in the CGenFF parameters and calculated via QM optimisation.
The angles are indexed according to Fig. 3(a).
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Penam

Penam is the core structure of penicillin. Owing to its importance, penicillin’s force field parameters are long available in the
literature®>. However, those reported parameters contain many multiplicities different from the ParamChem prediction. For
consistency, we re-parameterize the ligand based on the multiplicities predicted by ParamChem. As mentioned previously,
parameters provided in the original CGenFF have no penalties, but we have learned from the monobactam example that at least
four essential angles from those parameters require a proper update. Furthermore, Fig. 2(b) shows that more than half of the
parameters require optimisation due to high penalties. Thus, for simplicity we optimise all parameters except for charges from
hydrogens and charges with low penalties.

Penam comprises the B-lactam ring, a 5-member ring with sulfur, and a carboxylic acid group. For simplicity, our discussion
will focus on the basic core structure shown in Fig. 4(a) (penam 1, atom names labeled). Results for more complicated structures
(penam 2 and penam 3) will be addressed at the end of this section. These three forms are optimised individually using the
aforementioned protocol. For the dihedral parameterization, we first optimise several sets of parameters for the 4-member ring,
then we conduct MD simulations to select the best set and repeat the same operation for the parameters of the 5S-member ring.
Once the parameterization of the core structure is completed, we optimise the dihedrals of the carboxylic group and finally the
improper dihedral angles. The tested sets of parameters for the 4-member ring and a comparison of their MD conformation are
listed in Table 2. The sets labeled CGenFF and FFTK both employ the default phase shifts from ParamChem. The former
keeps these phase shifts locked during the fitting, while the latter allows them to vary. In addition to these two common choices,
we introduce three sets with phase shifts predicted as described in the Method section. That is, we choose a & that places the
quantum equilibrium close to the potential valley of the given multiplicity n, and we keep the predicted phase shifts locked
during the fitting. The associated sets are labeled as 4member-n2, 4member-n2+n3, and 4member-n3, where the suffix indicates
the choice of multiplicities for the dihedral angles C1-C3-N-C2, C1-C3-N-C0, O-C3-N-C2 and O-C3-N-CO0. As suggested by
the name, 4member-n2 utilizes the multiplicity n = 2, which is the default multiplicity from ParamChem. This choice agrees
with the corresponding dihedrals’ multiplicity in monobactam. We also introduced the sets 4member-n2+n3 (multiplicity n = 2
and n = 3) and 4member-n3 (only multiplicity n = 3), to see if extra or different multiplicities are required to describe the
non-planar 4-member ring in penam.

Fig. 4(b) shows the potential fitting results for the 4-member ring parameters of penam 1. To make the visualisation more
clear, data from the sets 4member-n2+n3 and 4member-n3 are not plotted. Like in monobactam, the 4member-n2 parameter
set (green) fits the quantum potential (black) better than the CGenFF (red) and the FFTK (blue) parameters. This finding is
also reflected in the associated MD conformations: MD simulation using the 4member-n2 parameters reproduces the quantum
geometry best, with a RMSD of 0.9 A. See Table 2 for the MD results of penam 1. Notably, although the 4member-n2+n3
parameter set can also reproduce the quantum geometry during MD simulation, it requires extra multiplicity (n = 3) for
four dihedral angles. Since the default multiplicities predicted by ParamChem (4member-n2) can already reproduce both
the quantum potentials and geometry very well, we continue optimising the 5S-member parameters using the parameters of
4member-n2.

Results of the 5-member parameter optimisation are plotted in Fig. 4(c). Again we optimised the dihedral parameters for
four scenarios: using the default CGenFF phase shifts but locked during fitting (CGenFF), allowing FFTK to vary the phase
shifts during fitting (FFTK), using our predicted phase shifts (Smember-locked), and allowing our predicted phase shifts to vary
during fitting (Smember-unlock). Panel (c) shows that the MM potentials obtained from these four scenarios agree well with
the quantum potentials, with the Smember-locked set slightly worse than the others. The RMSD listed in Table 2 reveals that
locking the phase shifts according to the aforementioned method reproduces the quantum geometry best during MD simulations,
with the RMSD being a mere 0.4 A. Hence, through carefully choosing the phase shifts and optimising only the force constants,
one can reproduce both the quantum potentials and geometry relatively well for penam 1, without any extra multiplicities.

The MD simulation using the final parameters (all updated) finds 75.9% of the conformations in the MD trajectory
reproducing the quantum geometry closely, while another 17.5% show a flipped 5-member ring, see the structures of penam 1
depicted in in panel (d). This flipped conformation is an outcome of two dihedral angles, CO-S-C-C2 and N-C2-C-§, rotating in
concert. Fig. 4(e) shows the 2D PES of C0-S-C-C2 and N-C2-C-8S, calculated using Gaussian relaxed dihedral scans for the
associated single bond rotations. The positions of the two major MD conformations are highlighted using the yellow dots in
the plot. Along the diagonal of the plot, one finds a low energy valley that connects these two conformations. Consequently,
this conformational change is energetically accessible only when the two dihedrals rotate together. A mere single dihedral
rotation can not lead to such a conformational change. Interestingly, although the current dihedral optimisation protocol does
not support fitting 2D dihedral PES, one still finds related fingerprints in the 1D potential scans: Each QM potential in panel (c)
has a second dip to a local minimum. Such a potential shape suggest the existence of another stable conformation, which will
be discovered during MD simulations.

Following the same protocol, penam 2 and penam 3 are also parameterized using the predicted phase shifts. No extra
multiplicities are required to reproduce the potentials for the 4- and 5-member rings. The associated RMSDs are listed in
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Ring Label Choice of 0 Penam 1 | Penam 2 | Penam 3

CGenFF CGenFF (locked) 6.7 1.8 7.7
FFTK CGenFF (unlocked) 6.5 1.1 8.0
4-member 4member-n2 Self predicted (locked) 0.9 04 1.0
4member-n2+n3 Self predicted (locked) 1.0 0.7 1.3
4member-n3 Self predicted (locked) 2.9 1.8 2.7
CGenFF CGenFF (locked) 0.8 0.5 1.57
FFTK CGenFF (unlocked) 0.8 0.5 5.17

5-member .
Smember-locked | Self predicted (Iocked) 0.4 0.6 0.8"
Smember-unlock | Self predicted (unlocked) 0.5 0.4 1.0

Table 2. Comparison between MD conformations obtained from different sets of penam 4-member ring and 5-member ring
parameters. The table lists the RMSD (in A) of the major MD cluster conformation from the quantum geometry. For the
4-member ring, CGenFF predicts a multiplicity of n = 2 for the dihedral angles associated with the C3-N single bond rotation.
Parameter sets with extra multiplicity n = 3 (4member-n2+n3) and with the multiplicity changed to n = 3 (4member-n3) are
also tested. © Reported for penam 3 is the RMSD of the second major cluster.

Table 2, while the major two MD conformations are depicted in Fig. 4(d). For penam 2, again the MD simulation successfully
finds a conformation closely resembling the quantum geometry in 86.5% of the trajectory, except for the carboxylic group that
can rotate freely in water. The second major conformation is similar to the one in penam 1. Both are the consequence of the
C0-S-C-C2 and N-C2-C-S dihedrals rotating in concert. Interestingly, populations of these two conformations invert in the MD
simulations for penam 3. This is a general feature of penam 3 that can be observed in all MD simulations conducted using all
parameter sets listed in Table 2. This could be related to the potential valley that connects the two conformations being more
flat in penam 3, leading to an easier conformational change. See Fig.S1 in the supplementary information.

Cephem

Cephem is the core structure of the latest B-lactam antibiotics in clinical use, i.e. the cephalosporins, which are less susceptible
to B-lactamases. Similar to penam, cephem requires a proper parameterization since ParamChem predicts many parameters
with high penalty, see the red bars in Fig. 2(c).

In this work, two forms of cephem are optimised: the neutral cephem 1 and the anionic cephem 2, see Fig. 5(a). This time
we will focus on the anionic cephem 2 to show how our protocol can work for anions. Again, several choices of phase shifts are
tested. For the 4-member ring, these are CGenFF, FFTK, 4member-n2, 4member-n2+n3, and 4member-n3, i.e. the same as in
the penam case. Different from all other cases, anionic cephem has three dihedral angles for which the prediction of phase
shifts is ambiguous, i.e. the quantum geometry lies exactly in between the minima from the two choices of the phase shifts so
that none of the choices is evidently better. These dihedrals are C10-C9-N5-C8, C21-C9-N5-C8, and C10-C11-S1-C7, see
cephem 2 in Fig. 5(a) for the atom names. We took the phase shifts from the associated dihedrals in the neutral cephem 1
instead. The associated MM potentials are depicted in Fig. 5(b).

This time, the MM potentials fail to reproduce the quantum dihedral potentials with acceptable quality, see Fig. 5(b). (MM
potentials of 4member-n2+n3 and 4member-n3 are again omitted for a clearer visualization.) Although the 4member-n2 set
(green curve) reproduces some features of the QM data, it still fails to reproduce some potentials, e.g. the MM energy is still
too high for some potential wells. This bad potential fitting is caused by the fact that parameters of the 6-member ring are
updated after the 4-member ring. Consequently, any 6-member ring parameters with large force constants but wrong phase
shifts could lead to a bad potential fitting in 4-member ring optimisation. This issue can be resolved easily by carrying out the
second iteration of optimisation, as one shall see later in panel (c).

MD simulations reveal that an acceptable (i.e. matching the quantum geometry) molecular skeleton without the carboxylic
group can be obtained using the 4member-n2 parameter set. As listed in Table 3, the lowest RMSD is 1.4 A. Nevertheless,
this value is already much lower compared to the CGenFF or FFTK phase shifts. Among the three sets that yield the lowest
RMSD, the 4member-n2 parameters utilize only the default ParamChem multiplicities, and therefore will be employed for the
subsequent optimisation.

Fig. 5(b) also shows the MM potentials for the 6-member ring, obtained in the first iteration. In contrast to the 4-member
ring optimisation, all MM potentials now seem to reproduce the QM data very well, and the associated MD simulations of
cephem 2 show a similar RMSD for the four sets. While this may pose a selection difficulty, our strategy in searching for
a consistent choice suggests to select the set of 6member-locked, because it is the only set that also captures the quantum
geometry for cephem 1 during MD simulation, see the RMSDs in Table 3.
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Ring Label Choice of o Cephem 1 | Cephem 2
CGenFF CGenFF (locked) 2.3 2.7
FFTK CGenFF (unlocked) 2.8 34
4-member 4member-n2 Self predicted (locked) 1.0 14
4member-n2+n3 Self predicted (locked) 1.1 1.4
4member-n3 Self predicted (locked) 1.0 1.4
CGenFF CGenFF (locked) 5.5 0.9
6-member FFTK CGenFF (unlocked) 5.2 1.0
6member-locked Self predicted (locked) 0.5 1.0
6member-unlock | Self predicted (unlocked) 53 09

Table 3. Comparison between MD conformations obtained from different sets of cephem 4-member ring and 6-member ring
parameters. The table lists the RMSD (in A) from the quantum geometry.

The final potentials obtained from a second iteration for dihedral optimisation, which is followed by another iteration of the
entire parametrisation, are plotted in panel (c). Although there is still some minor mismatch in potentials of the 6-member ring
dihedrals, our MM potentials in principle grasp the QM features very well. In particular, we note that the QM potentials of
the 4-member ring dihedral angles are well reproduced, proving that the extra iteration can indeed improve the fitting. The
major MD conformation obtained from a 50 ns NPT simulation is depicted in Fig. 5(d). The MD conformation of the neutral
cephem 1 almost perfectly reproduces its quantum geometry (RMSD 0.5 A), while the anionic cephem 2 has a larger deviation
in the skeleton (RMSD 1.4 A). The slightly increased RMSD after the second iteration is due to the updated improper angle
parameters, which in the first iteration had to be turned off to improve the dihedral fitting results.

Discussion

Using the Force Field Toolkit (FFTK) software and a protocol for predicting phase shifts, we systematically optimised CGenFF
parameters for two important 3-lactam antibiotic classes, viz. penam and cephem. Two important lessons have been learned:

First, the original CGenFF utilises equilibrium angles that deviate from the QM equilibrium for the 4-member f-lactam
ring, leading to a difficulty in optimising the bond and angle parameters. Although ParamChem by default does not produce any
penalty warning for these parameters, users should at least double check the MM equilibrium against the optimised quantum
geometry. If any large deviation is found, the associated parameter should be included into the optimisation, regardless of the
predicted penalty value. If too many essential parameters are different from the quantum geometry, users should include all
bond and angle parameters for optimisation.

Second, multiple sets of dihedral parameters can reproduce the quantum potential energy surfaces relatively well. This is a
known problem?® that can only be solved by testing the parameters’ performance using MD simulations. Thus, we combine the
MD simulation results with dihedral potential fitting to determine the correct combination of phase shifts. Additionally, we
propose to choose the phase shifts that place the dihedral angles of the quantum geometry as close as possible to the energy
minima of the associated dihedral functions. Based on the presented cases of $-lactams, predicting the phase shifts in advance
to the dihedral parameterization can reduce the search difficulty during optimising the dihedral parameters. If the phase shifts
cannot be determined easily, one can refer to the corresponding phase shifts from a similar molecule, such as using the neutral
cephem’s phase shifts for the anionic cephem. Following this protocol, we successfully parameterized several penam and
cephem molecules, using only the default dihedral multiplicities taken from ParamChem. No extra multiplicity is required
to fit the MM dihedral potentials to the QM data. However, this does not mean that extra dihedral multiplicities are never
required during parameterization. Rather, we suggest to optimise the phase shifts first and then include extra multiplicities
when necessary, to avoid the over-fitting problem.

Finally, MD simulations using optimised parameters reproduce the quantum geometry well in most of the cases, except
for the anionic penam. In this case, the molecule can undergo a simultaneous rotation of two dihedral angles during the MD
simulation, leading to a major MD conformation with a flipped 5-member ring.
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