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Abstract

The SH250×10 dataset presented here extends the Non-Covalent Interactions Atlas

database (www.nciatlas.org) to complexes bound by σ-hole interactions – halogen,

chalcogen and pnictogen bonds. It comprises 250 complexes where Cl, Br, I, S, Se, P

and As interact with diverse electron donors. An accurate CCSD(T)/CBS benchmark

is provided for ten points along a dissociation curve of each complex. The SH250×10

set is used in testing a wide variety of DFT functionals and semiempirical quantum-

mechanical methods. In DFT calculations, the new data set exposes large errors of

some functionals related to exaggerated charge transfer. The size and diversity of the

data set have also been exploited in the reparametrization of a halogen-bond correction

for the PM6 semiempirical method.

1 Introduction

The Non-Covalent Interactions Atlas (NCIA, www.nciatlas.org) is a collection of data

sets of accurate benchmark interaction energies in non-covalent complexes. It aims to map
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different classes of non-covalent interactions in a chemical space larger than previously con-

sidered. The database currently covers hydrogen bonds,1,2 repulsive contacts3 and London

dispersion4 with more than 16,000 data points.

In this work, we present the SH250×10 data set, extending the NCIA database to σ-

hole interactions – halogen, chalcogen and pnictogen bonds featuring Cl, Br, I, S, Se, P

and As. These specific non-covalent interactions result from the existence of a σ-hole, a

region of positive electrostatic potential on an otherwise electronegative atom.5 The σ-hole

is typically located in the extension of a covalent σ bond to another atom, which leads to

a simple linear arrangement in halogens but also to more complex electrostatic potentials

in polyvalent atoms (for an illustration, see Fig. 1). The positive σ-hole can interact with

negatively charged sites (electron donors) on other molecules, forming a σ-hole bond.

Figure 1: Electrostatic potentials of representative σ-hole featuring molecules selected from
the SH250 data set. These are chloromethane (Cl), bromobenzene (Br), trifluoroiodomethane
(I), thiophene-3(2H)-one (S), tetrafluoroselenourea (Se), fluorobromocyanophosphine (P)
and fluoroarsine (As). The potentials are constructed at the 0.001 e Bohr−3 density iso-
surface.

The family of σ-hole interactions is large and has grown to cover more and more elements

since the discovery of the phenomena. Halogens, chalcogens, pnictogens, tetrels and even
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noble gases have been shown to feature σ-holes under some conditions.6,7 The first three

groups are most prominent, forming strong σ-hole interactions found in diverse chemical

systems of practical importance, such as materials or biomolecules. The significance of

halogen and chalcogen bonding in biological systems has been investigated earlier.8–11

The σ-hole interactions have several unique properties that distinguish them from other

classes of non-covalent interactions. They form very close intermolecular contacts, often

substantially shorter than the sum of the van der Waals radii of the participating atoms.12,13

This makes other contributions to the interaction such as London dispersion or exchange

repulsion very strong as well.13 Since they originate from the local inhomogeneity of electron

density, they are sensitive to the orientation of the molecules. In addition, the σ-hole inter-

actions are accompanied by a varying degree of charge transfer, whose role is a subject of an

ongoing debate.13–17 These properties make σ-hole interactions challenging for approximate

computational methods, and their testing and development thus require quality benchmark

data.

Several data sets covering σ-hole interactions have been introduced previously. The

X40×10 data set covers halogen bonds as well as other interactions of halogens with 40

dissociation curves. Two datasets, XB18 and XB51 by Kozuch et al.,18 cover the geometries

and interaction energies of halogen-bonded complexes. Another 30 benchmark complexes,

also including chalcogen and pnictogen bonds, were prepared by Bauzá et al. for their

analysis of DFT functional performance in σ-hole complexes.19

The SH250×10 data set presented here aims to unite the coverage of these interactions

with a more comprehensive benchmark. It comprises 250 complexes of molecules featuring

σ-holes interacting with various electron donors. For each complex, the interaction energy

is computed at ten distances along the dissociation curve, which results in 2,500 benchmark

data points. We consider the halogen bonds of chlorine, bromine and iodine, the chalcogen

bonds of sulfur and selenium, and the pnictogen bonds of phosphorus and arsenic. These

elements form σ-hole interactions strong enough to define the geometry of the complex.
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The first-row elements from these groups (oxygen, nitrogen and fluorine) are weak σ-hole

binders5 and usually prefer other modes of interactions. On the other hand, the elements

heavier than arsenic, selenium or iodine are of little practical interest.

Other classes of interactions involving the elements defining the SH250×10 data set

(except for Se and As) are now covered by the other NCIA data sets spanning a similar

chemical space – hydrogen bonds by the HB300SPX×10 set,2 repulsive contacts by the

R739×5 set3 and London dispersion by the D1200 and D442×10 data sets.4 Since these

data sets have been constructed to exclude σ-hole interactions, they provide information

complementary to SH250×10. This is important e.g. in method development – it should

target not only a single prominent class of interactions but any general mode of interaction

in which an element may be involved. This area has previously been sampled only sparsely,

for example by some systems in the X40×10 data set.

The benchmark interaction energies are calculated using the composite CCSD(T)/CBS

scheme based on MP2 and CCSD(T) calculations in very large basis sets. The specific

requirements of the heavier elements are handled appropriately. Together, this computational

setup ensures a true “gold standard” benchmark as accurate as possible in a data set of this

size. Analogously to the other NCIA data sets, the benchmark data are freely available in

an easy-to-use form.

We use the SH250×10 data set to benchmark a wide range of density functional theory

(DFT) functionals and semiempirical quantum mechanical (SQM) methods applicable to this

chemical space. The results show that this data set is a rather challenging test. In DFT,

it reveals some interesting errors not encountered in other data sets. Specifically, in some

complexes with strong charge transfer, the strength of the interaction may be overestimated

as much as twofold. The size of the SH250×10 set also enables a the reparametrization of

the halogen bond correction for PM6, which should improve its robustness.20,21

4



2 Methods

2.1 The Construction of the SH250×10 Data Set

The composition of the data set. For each element considered, representative com-

pounds featuring a σ-hole have been selected to cover a range of σ-hole magnitudes. This has

been achieved by varying the substituents on the atom. For light chalcogens and pnictogens,

strong electron-withdrawing substituents are needed to form a σ-hole that could compete

with other modes of interaction. These compounds are listed in Table S1 in the Supporting

Information (SI).

The dataset is built by combining these compounds with electron donors interacting

via nitrogen, oxygen or sulfur, a halogen atom (dihalogen bonds13,22), or an aromatic ring

forming a σ-hole – π interaction. These are listed in Table S2 in the SI. All the monomers

used to construct the complexes are closed-shell, neutral molecules up to 13 atoms large.

The preparation of the complexes. The monomers described above were combined

into 168 halogen bond complexes, 119 chalcogen- and 70 pnictogen-bond complexes – 357

in total. The initial geometry of the complex was determined by the position of the σ-hole

and the electron-donor group in the other molecule, and the intermolecular distance was set

to be equal to the sum of the van der Waals radii of the interacting atoms.

These structures were refined in two steps of DFT-D geometry optimization. The initial

optimization was performed in a smaller basis at the BLYP-D3(BJ)/DZVP-DFT level.23 If

the σ-hole interaction motif was conserved, the geometry was refined using a larger basis in

B3LYP-D3(BJ)/def2-QZVP calculation; a setup identical to the one used in all the previous

NCIA data sets. Finally, a vibrational analysis was performed. If imaginary frequencies were

found, the geometry was perturbed and the last step of the optimization was repeated until

a true minimum was found.

The initial optimization was performed in Turbomole 7.3.24 The final step and the vi-
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brational analysis were done in Gaussian 09,25 using tight optimization criteria and the

ultra-fine grid for the numerical integration.

From the resulting geometries, only those featuring a well-defined σ-hole interaction were

kept. The following criteria were used: 1) the distance between the atom with the σ-hole

and the electron-donor site had to be shorter than the sum of the respective van der Waals

radii, 2) the interacting sites had to represent the closest contact between the molecules

(evaluated in percentage of the corresponding van der Waals radius sums). Finally, several

systems from the most abundant element combinations were removed to round the size of

the data set to 250 σ-hole complexes.

Dissociation curves. For each of the 250 complexes (the SH250 data set), ten-point

dissociation curves (the SH250×10 set) have been constructed by scaling the closest inter-

molecular distances (which corresponds to the σ-hole interaction) by a factor of 0.8, 0.85, 0.9,

0.95, 1.05, 1.10, 1.25, 1.50 and 2.00. The same scaling procedure is also used in the previous

NCIA data sets. The molecules are displaced along the vector defined by the interacting

atoms that is the most appropriate coordinate for studying the distance dependence of the

σ-hole interaction.

For the verification of the DFT-D3-optimized geometries of the SH250 data set, each

actual intermolecular distance has been compared with a minimum interpolated from the

dissociation curve computed at the benchmark level. In this data set, the average absolute

difference is 1.3% and the largest one is 4.3%, which is a rather good result; there were larger

differences observed in several other NCIA data sets.

An overestimation of the interaction energy in some complexes of molecular chlorine by

several DFT functionals including B3LYP-D3(BJ) (see Section 3.2) raised a concern about

the legitimacy of the geometries optimized at this level. In a model complex where this error

was large (trimelthylamine – chlorine), we performed an alternative optimization with the

same protocol but using the M06-2X functional, which does not exhibit this overbinding. The
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difference between B3LYP-D3(BJ) and M06-2X geometries is minimal – the N–Cl contact

distance differs only by 0.04 Å (1.2%), which is in line with the validation of the geometries

by interpolating the CCSD(T)/CBS dissociation curves.

The organization of the dataset. The SH250×10 data set is divided into seven

groups defined by the element featuring the σ-hole. The sizes of these groups as well as the

key statistics on the benchmark interaction energies in these groups are listed in Table 1.

Although one of the criteria when choosing the complexes was to keep the numbers of the sys-

tems balanced between the groups, the Cl, S and P groups are somewhat smaller; the weaker

σ-hole interactions of lighter elements less often meet the conditions used here to define a

σ-hole interaction. The numbers of systems representing each element-pair combination are

listed in Table S3 in the SI.

Analogously to the other NCIA data sets, the complexes are assigned a code consisting

of the number of the group (corresponding to the σ-hole element), subgroup (electron-donor

element), and the number of the system within the subgroup.

Table 1: The counts of complexes in each group of the SH250 data set. For each of the groups,
the average of the benchmark interaction energy ∆Eavg and the most negative interaction
energy ∆Emax are also listed (values in kcal/mol).

Group Count ∆Eavg ∆Emax

1 Cl 29 -3.4 -14.5
2 Br 36 -4.2 -17.1
3 I 42 -4.6 -15.6
4 S 31 -5.1 -17.1
5 Se 44 -6.1 -22.8
6 P 33 -8.5 -19.2
7 As 35 -10.7 -22.2

Subsets obtained by clustering analysis. In each NCIA data set, we define smaller

subsets intended for applications that require less data. To maximize the diversity of these

subsets, they are constructed systematically using a clustering analysis described in detail

in ref. 1. The similarity of the system is evaluated from the errors of the DFT and SQM
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methods tested on the data set. A set of cluster representatives thus forms the most difficult

test set of a given size. The assignment of the systems to subsets of 20, 50, 100 and 200

entries is listed in Table S4 in the SI as well as in the data files there.

2.2 Benchmark Calculations

The benchmark interaction energies in the SH250×10 data set are computed using the same

composite CCSD(T)/CBS scheme as all the other NCIA data sets to ensure their seamless

compatibility.1,2

The CCSD(T)/CBS interaction energies are assembled from three components. The MP2

correlation energy is extrapolated to the complete basis set limit from calculations in two

basis sets.26 The Hartree–Fock term is taken from the calculation in the larger basis and is

not extrapolated. Finally, the ∆CCSD(T) correction, the difference between CCSD(T) and

MP2 correlation energies, is computed in a third, smaller basis set.

For all of the calculations used in the CCSD(T)/CBS benchmark, we have used the

correlation-consistent basis sets with diffuse functions from the aug-cc-pVXZ family (X =

D, T, Q, 5), introduced by Dunning et al.27 For the ∆CCSD(T) calculations in the triple-

ζ basis set, we use the “heavy-augmented” variant of the basis set with diffuse functions

dropped for hydrogen (labeled as heavy-aug-cc-pVTZ). Since the sub-valence orbitals of

bromine and iodine have been shown to be important for the London dispersion,28 we have

employed the polarizable-core version of the basis sets29 and excluded the last sub-valence

shell from the frozen core for Br, I as well as As and Se. Furthermore, since relativistic

effects may be important in these elements,18 the relativistic effective-core potentials along

with the corresponding version of the basis sets, aug-cc-pwCVXZ-PP,30 are used for these

atoms.

Only a CCSD(T)/CBS setup with the ∆CCSD(T) computed in at least a triple-ζ basis

set can be considered a true “gold standard” benchmark.31,32 Here, we extrapolate the MP2

energy from aug-cc-pVQZ and aug-cc-pV5Z, and the ∆CCSD(T) correction is calculated in
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the heavy-aug-cc-pVTZ basis.

Most of the points on the SH250×10 dissociation curves (all but the equilibrium and

the closest point) are computed at the “silver level” and then then rescaled to the “gold

level” using a procedure described and verified in the other papers on the NCIA data sets.1

This procedure has been shown to yield a negligible error in the order of units of cal/mol,

but it makes it possible to accelerate the benchmark calculations considerably.1,4 At the

“silver level”, MP2 is extrapolated from aug-cc-pVTZ and aug-cc-pVQZ, and ∆CCSD(T) is

computed in aug-cc-pVDZ.

All the calculations of interaction energies employ the counterpoise correction33 for the

basis set superposition error. In addition, frozen-core approximation and RI approximation

(density fitting) are used in all the calculations of correlation energy. In the RI approxima-

tion, the auxiliary basis sets optimized for the respective AO basis have been used.34

The majority of the benchmark calculations have been carried out in Turbomole.24,35

Some MP2 calculations were carried out in the MRCC program36,37 after it was verified to

yield the same results as Turbomole (up to insignificant numerical differences).

2.3 Density Functional Theory Calculations

Selected DFT methods ranging from generalized gradient approximation (GGA) functionals

to double hybrids have been tested on the SH250×10 data set. They are listed in Table

2. All the DFT calculations have been performed using ORCA 4.2.0 and 5.0.138 in the

def2-QZVP basis set.39 The RI approximation has been used in all calculations except for

range-separated functionals.

More recent DFT functionals already contain some form of a dispersion correction; for the

remaining ones, we have tested several standalone corrections available. For most functionals,

we have tested the D3 correction59 with Becke-Johnson (BJ) damping60 and the more recent

D4 correction, which adds charge-dependence of dispersion coefficients.61 For B3LYP, we

have also tested the D3 correction with either the original zero damping, D3(zero), or the
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Table 2: The DFT functionals tested on the SH250×10 data set.

GGA Meta-GGA Hybrid Range-separated Double-hybrid
BLYP40,41 SCAN42 B3LYP43,44 ωB97X-D3(BJ)45 DSD-BLYP46

BP40,47 TPSS48 BHLYP49 ωB97M-D3(BJ)45 DSD-PBEP8650

PBE51 B97-D3(BJ)52 PBE053 ωB97X-V54 DSD-PBEP86-D3(BJ)50

B97M-V55 TPSSH56 ωB97M-V57 revDSD-PBEP86-D3(BJ)50

M06-2X58 revDSD-PBEP86-D450

“optimized-power” damping D3(OP),62 and the non-local dispersion correction used in the

B3LYP-NL method.63

The variants of D3 dispersion corrections have been added to the interaction energies us-

ing the Cuby framework,64,65 the D4 correction has been calculated using a program provided

by the authors of the method.66 The B3LYP-NL method is available in Orca.

2.4 Constrained DFT Calculations of Charge-Transfer Energy

In some systems, we investigate also the contribution of charge transfer to the interaction

energy. To quantify this term, we use a variant of the constrained DFT (cDFT) method67–70

designed specifically for this purpose. The component of the interaction energy associated

with charge transfer, also called charge-transfer energy (∆ECT ), is computed as the energy

difference between an unconstrained calculation and a cDFT calculation in which intermolec-

ular charge transfer is prohibited. The constraint is defined using relaxed electron densities

of free molecules (a fragment-based Hirshfeld partitioning scheme), which represent a nat-

ural charge-transfer-free reference state. Details on the methodology were presented in our

earlier publications.17,71

To minimize the artificial overestimation of the charge transfer by DFT, we use the

BHLYP functional, which includes a high ratio (50%) of exact exchange, as our reference.

This functional also yields accurate interaction energies in the SH250 data set.

The cDFT calculations have been performed in the deMon program, version 6.02, using

the def2-QZVP atomic-orbital basis set and density fitting with the GEN-A3* auxiliary basis.
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The constrained DFT with the “Hirshfeld fragment” population scheme has been applied

with the convergence limit of 10−4 a.u.

2.5 Semiempirical Quantum-Mechanical Methods

On the newly developed data set, we have also evaluated the performance of several SQM

methods. Here the choice of methods is limited as many SQM methods do not have parame-

ters for all the elements studied here. The PM6 method20 is applicable to almost any element,

and we also test its versions including additional empirical corrections: dispersion-corrected

PM6-D3, PM6-D3H4 with dispersion and hydrogen-bond correction72 and PM6-D3H4X, also

adding halogen-bond correction.21 Its successor PM773 has these corrections built in. These

calculations were performed in MOPAC 2016.74

Finally, the empirical tight-binding method GFN-xTB75 and its newer version GFN2-

xTB76 are also applicable to the whole chemical space of the SH250 data set. The xtb

software package has been used to carry out the calculations.77

2.6 Data Availability

The SH250×10 data set is available in several formats in the Supporting Information of this

paper, at the www.nciatlas.org website and at the GitHub repository https://github.

com/Honza-R/NCIAtlas.

The geometries in the .xyz format also include the benchmark interaction energies, the

definition of the monomers and the categorization of the systems, which makes them all that

is needed for performing the calculations. The benchmark interaction energies, the results

of the individual calculations used to construct them, the results of the tested methods and

additional metadata are also provided as plain-text tables.

Additionally, all these data are bundled in a structured YAML78 file, which can be used

to automate the calculations on the data set with the Cuby framework.64. This file will also

be distributed as a part of Cuby at http://cuby4.molecular.cz/.
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3 Results and Discussion

3.1 Characterization of the SH250×10 Data Set

The benchmark interaction energies in the equilibrium geometries range from -0.7 to -22.8

kcal/mol, with the average of -6.1 kcal/mol. In each group of elements (halogens, chalcogens,

pnictogens), the average interaction energy increases with the weight of the element as

expected (see Table 1). The strongest average interactions are in the arsenic group.

The σ-hole interactions are known for very short equilibrium intermolecular distances.

This can be demonstrated by a comparison with the R739×5 data set, which also covers in-

teractions of halogens, S and P with other atoms. There, the initial geometries of the R739×5

dissociation curves (referred to as R739) are designed to be slightly repulsive, targeting the

interaction energy of approx. +2.5 kcal/mol. Table 3 compares intermolecular distances in

R739, relative to the sum of van der Waals radii, with equilibrium distances measured in the

SH250 data set. In most element pairs, and also on average, the equilibrium geometry with

an attractive σ-hole interaction has a closer intermolecular distance than a repulsive contact

in another geometrical arrangement. The largest difference has been observed in systems

with heavier atoms, where the σ-hole is usually larger.

As a result, already the equilibrium geometries in the SH250 data set represent a difficult

test case for many approximate methods, and the closer points on the SH250×10 dissocia-

tion curves are even more challenging, with extremely short intermolecular distances. The

interaction energies are moderate even in the repulsive part of the dissociation curves, but it

has to be kept in mind that these numbers are a sum of individual contributions larger than

in more common non-covalent interactions closer to the van der Waals contact distance.

3.2 Density Functional Theory Calculations

First, we discuss DFT calculations in the equilibrium geometries, the SH250 data set. The

results are summarized in a plot of the root-mean-square error, RMSE, in the whole data set
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Table 3: The average relative intermolecular contact distance for identical element pairs in
the SH250 data set of σ-hole interactions and in the R739 data set of artificial repulsive
contacts (atom–atom distances relative to the sum of the respective van der Waals radii).
Molecules with selenium and arsenic are not present in R739.

Element pair SH250 R739
Cl-O 0.88 0.85
Cl-N 0.86 0.87
Cl-S 0.81 0.87
Br-O 0.88 0.86
Br-N 0.85 0.89
Br-S 0.81 0.88
I-O 0.86 0.87
I-N 0.83 0.89
I-S 0.83 0.89
S-O 0.86 0.86
S-N 0.81 0.88
P-O 0.80 0.98
P-N 0.79 1.00
Average 0.84 0.89

and its groups in Fig. 2. A corresponding plot of the systematic error (mean signed error,

MSE) is provided in the SI as Fig. S1, and the source data used to construct these plots are

available in the SI as Tables S5 and S7.
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Figure 2: The RMSE of DFT methods in the SH250 data set (equilibrium geometries only)
and its groups by the interacting element. The DFT-functional labels are colored by the
rung of the functional: double hybrids (red), range-separated hybrids (blue), hybrids (black)
and GGA and meta-GGA (green).
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The double-hybrid functional revDSD-PBEP86 with either D4 or D3 dispersion correction

has been found to be the most accurate one of the SH250 data set. The range-separated

functionals ωB97X-D3(BJ), ωB97M-V, and even the hybrids BHLYP-D3(BJ) and M06-2X

follow closely and outperform even the other double-hybrid functionals studied.

All GGA and meta-GGA, but also some hybrid functionals have noticeably larger errors

in the chlorine group (see Fig. 2). This issue can be traced down mainly to several complexes

of molecular chlorine, where the interaction energy is severely exaggerated. Three of these

complexes with the largest errors, along with one example of the same element combination

where this problem does not occur, are listed in Table 4. In the series of the functional with

increasing amount of exact exchange, the error decreases; in BHLYP, it becomes negligible.

The good performance of the revDSD-PBEP86 functionals can also be explained by the high

content of exact exchange, which amounts to 69 %. This indicates that the issue is connected

to the charge-delocalization error of DFT.79,80 Similar, albeit smaller, errors have also been
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found in some complexes of molecular bromine and iodine.

Table 4: Selected complexes of molecular chlorine – DFT-D3(BJ) interaction energies, their
error to the CCSD(T)/CBS benchmark, and charge-transfer energies computed using con-
strained DFT. All values in kcal/mol.

No. El. donor CCSD(T)/CBS BLYP B3LYP BHLYP
Interaction energy

1.2.01 acetonitrile -3.34 -3.68 -3.48 -3.28
1.2.08 trimethylamine -14.52 -19.39 -17.33 -13.85
1.4.03 dimethylthioether -9.06 -16.02 -13.55 -9.74
1.4.05 thioacetone -7.33 -14.84 -12.13 -8.25

Interaction energy, error to CCSD(T)/CBS
1.2.01 acetonitrile -0.35 -0.14 0.05
1.2.08 trimethylamine -4.87 -2.82 0.67
1.4.03 dimethylthioether -6.96 -4.49 -0.68
1.4.05 thioacetone -7.51 -4.80 -0.92

Charge-transfer energy
1.2.01 acetonitrile -1.03 -0.88 -0.72
1.2.08 trimethylamine -14.64 -13.20 -11.05
1.4.03 dimethylthioether -10.15 -8.96 -7.06
1.4.05 thioacetone -7.34 -7.10 -5.76

To investigate this issue in more depth, we have calculated the contribution of charge

transfer to the interaction energy of the three most problematic complexes using constrained

DFT. Here, the effect of the functional is less pronounced, which confirms that this variant

of cDFT is a robust method of the estimation of the charge transfer. The charge-transfer

calculations in the BHLYP functional, which also yields accurate interaction energies here,

can be considered a good estimate of this component of the interaction energy.

The well-behaved chlorine–acetonitrile complex exhibits rather weak charge transfer,

while in the three problematic systems, the charge-transfer term is approximately as large as

the interaction energy itself. This confirms our hypothesis on the source of the error observed

in many of the lower-rung functionals, which are more prone to the overdelocalization of the

charge. The strength of this effect in some of the hybrid functionals including B3LYP is,

however, still surprising.

On the other hand, some of the functionals that do not suffer from this problem, such as
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M06-2X and all the range-separated functionals except for ωB97X-D3(BJ), tend to under-

estimate the interaction energy in halogen-bonded complexes (see the plot of the systematic

errors, Fig. S1 in the SI and Table S7 therein); this effect is the strongest in the complexes

of bromine.

In contrast to the other NCIA data sets, the differences between the variants of the

dispersion correction (where available) at the equilibrium distances are rather small and

there are no clear trends. These results suggest than in this data set, the DFT errors are

governed mainly by the exchange part of the functional, and the details in the dispersion

correction become significant only if the fundamental description of the system is correct.

The best-performing functionals also usually include dispersion correction as an integral part

that was parametrized together with other terms, so there is a room for a favorable error

cancellation.

Next, we discuss the entire SH250×10 data set, namely including also non-equilibrium

geometries. These results are summarized in the SI in Figures S2 and S3 and Tables S6 and

S8. The two rev-DSD-PBEP86 functionals are still the two best DFT methods tested here,

except that they exchanged places and the -D3 variant outperforms the -D4 one by a small

margin. This is caused by the increase of the RMSE of rev-DSD-PBEP86-D4 from 0.34

kcal/mol at equilibrium distances to 0.45 kcal/mol in the entire SH250×10 data set. On the

other hand, the other double-hybrid “DSD-” functionals show a minimal drop in accuracy

(of about 0.02 kcal/mol) when passing to the whole dissociation curves, and they move up

in ranks over other higher-performing functionals.

In GGA and meta-GGA functionals, two different modes of failure can be observed

at the shortest distances of the SH250×10 data set. In the complexes of halogens, the

interaction is systematically overestimated, which likely stems from the charge-delocalization

error discussed above. On the other hand, there are also rather large positive systematic

errors (overestimated repulsion), most pronounced in the arsenic group, followed by the

complexes of phosphorus. Again, an overestimated repulsion can also be attributed to the
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exchange part of the functional, and the SH250×10 seems to expose these different errors.

At the short intermolecular distances, the differences between alternative dispersion cor-

rections are more pronounced as well. For example, B3LYP-D3(zero) is clearly hindered by

the form of the dispersion corrections and performs considerably worse than in the equilib-

rium. The inadequacy of the zero-damping function at shorter distances has already been

discussed elsewhere and it was a reason for its replacement with Becke-Johnson damping.60

On the other hand, NL non-local correction, which is in the equilibrium the least accurate

correction paired with B3LYP, becomes the most accurate one in SH250×10.

3.3 Semiempirical Quantum-Mechanical Methods

Few SQM methods are applicable to the whole chemical space spanned by the SH250 data

set. Among these, we have selected PM6-D3H4, PM6-D3H4X, PM7 and GNF2-xTB for more

detailed analysis as they have all the features necessary for the description of non-covalent

interactions. We have also introduced a reparameterization of the halogen-bond correction

for the PM6 method, labeled as PM6-D3H4X2, which is described in detail later. The errors

in the SH250 data set (equilibrium geometries) as a whole and in the groups by the σ-hole

element are plotted in Fig. 3. Tables of both the RMSE and the MSE of these methods are

provided in the SI as Tables S9 and S10.

Figure 3: The RMSE of semiempirical quantum-mechanical methods in the SH250 data set
and its groups by the interacting element (equilibrium geometries only).
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In general, all the SQM methods yield larger errors than in other NCIA data sets. Halo-

gens and sulfur are described satisfactorily, but none of these methods describes the interac-

tions of pnictogens well. Since all the methods considered use elementwise or even pairwise

parameters, it is worth discussing them by the element groups, where we will also examine

the whole dissociation curves of the SH250×10 data set. The errors averaged over multiple

systems often do not capture specific failures of the SQM methods, which leads to a wrong

shape of the dissociation curve. We thus provide plots of all the curves in the SI (Figures

S4 to S10) and selected examples are discussed here. In terms of quantitative measures, the

most important one is the behavior at the shortest distances – these errors are listed in the

SI in Tables S11 and S12. For an easy comparison, we combine the plots of the systematic

error, MSE, in the equilibrium and at the shortest distance in Fig. 4, which carries all the

essential information needed to judge the methods.

Figure 4: The RMSE of the systematic error (MSE) of semiempirical quantum-mechanical
methods in the SH250×10 data set and its groups by the interacting element at the equilib-
rium (solid) and the shortest distance (cross-hatched).
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Halogens. The X in PM6-D3H4X stands for a dedicated correction for halogen bonds that

corrects a serious lack of repulsion in PM6. It has been parametrized on only a few prototyp-

ical halogen bonds, but it has been found to be transferable to other similar systems.21 The

more diverse SH250 set highlights the deficiencies of this parametrization, namely too strong
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repulsion in complexes with a short intermolecular distance, which is the most pronounced

in the complexes of chlorine (with the RMSE of 26 kcal/mol). The error grows even larger

at closer points of the dissociation curves. This issue is easily fixed by reparametrization

in the PM6-D3H4X2 method, discussed below. There are, however, some remaining issues

that cannot be solved by a simple repulsive correction, mostly in less common element com-

binations such as halogen–sulfur and halogen–halogen interactions. Here, PM6 may yield a

wrong shape of the dissociation curve with a false minimum at a longer distance and a severe

lack of repulsion at the shortest distances (for an example of Cl–S interaction, see Fig. 5a).

PM7, which has been parametrized on data including the X40 data set, works rather well

for chlorine and bromine, but it severely overestimates repulsion in the complexes of iodine

already in the equilibrium geometries (the RMSE of 6.4, the MSE of 4.7 kcal/mol) and even

more at the shortest distances. GFN2-xTB yields the best results here, although the error

in the iodine group is still rather large (the RMSE of 1.5 kcal/mol). Here the error has a

random character with the MSE of only 0.3 kcal/mol, and the systematic error remains small

even at shorter distances.

Figure 5: Dissociation curves of selected complexes demonstrating large errors of semiem-
pirical QM methods.
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Chalcogens. At the equilibrium, both PM6-D3H4 and PM7 underestimate the strength

of the interactions of sulfur slightly and of selenium severely. Nevertheless, the problem is

more complex – the dissociation curves often have a wrong shape, with a deep minimum at

short distances (only PM7 does not suffer from this, but it often underestimates the inter-
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action) as illustrated in Fig. 5b. PM6-D3H4 also often yields a second shallow minimum

at longer distances. Since these errors are rather complex and cannot be addressed by a

simple correction, a reparametrization of the method itself would be needed. For selenium,

this is reversed because PM6-D3H4 now underestimates the interaction more strongly while

PM7 often provides an unreasonably attractive interaction. GFN2-xTB consistently overes-

timates the strength of the interactions of selenium (with the MSE of -2.1 kcal/mol), which is

in contrast with its earlier version GFN-xTB, which has a positive MSE of 1.0 kcal/mol. This

seems to be a systematic error, which can be corrected by a more careful parametrization of

this element.

Pnictogens. In some pnictogen-bonded complexes of phosphorus, the repulsion at shorter

separations is still underestimated by SQM methods and PM6-D3H4 again yields multiple

minima in several cases (an example is shown Fig. 5c). Phosphorus is, however, one of the

elements described rather well by these methods, which also applies to the short distances.

On the other hand, the GFN2-xTB overestimates the interactions of phosphorus significantly

with the MSE of -3.2 kcal/mol already in the equilibrium and -9.1 kcal/mol at the shortest

distances. The latter issue is the largest problem encountered in GFN2-xTB in this study.

Passing to arsenic, PM6-D3H4 has a large positive systematic error here (MSE 8.2 kcal/mol

in equilibrium) while PM7 describes it similarly to phosphorus. Also GFN2-xTB has a large

error in the arsenic group, with the RMSE of 6.0 kcal/mol at the equilibrium being the

largest error among the elements studied. Nevertheless, the issues at short distances are

weaker than in the case of phosphorus.

Overall, the GFN2-xTB is the most accurate SQM method when tested on equilibrium

geometries, but it is not free of the problems plaguing all the SQM methods – the dis-

sociation curves are often wrong, with a deeper minimum at shorter distances. PM7 and

PM6-D3H4 are even less balanced, with large errors in several elements. The description

of selenium or arsenic interactions by SQM methods is troublesome in general. Considering
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the dissociation curves and thus the ability of the methods to predict correct geometries,

only PM6-D3H4X2 (with reparametrized halogen-bonding correction) and GFN2-xTB are

applicable to all halogen bonds. PM6-D3H4 needs a correction to describe sulfur well but

works reasonably for phosphorus. GFN2-xTB yields too short intermolecular distances in

all chalcogen and pnictogen bonds. It is clear that all SQM methods have serious problems

in describing short-ranged non-covalent interactions of less common elements, which is likely

to stem from a lack of relevant model systems in the data used to parameterize them. It

can be hoped that using the data set presented here would improve many of the systematic

errors discussed here.

3.4 The Reparametrization of the Halogen-Bonding Correction

for PM6

The results in the previous section clearly show that the X correction in PM6-D3H4X fails

in halogen bonds farther from the few prototypical systems used in its development. The

most obvious issue is the severe overestimation of repulsion in the stronger halogen bonds

of chlorine. We have thus reparametrized it on the SH250×10 data set, which yields a more

robust method labeled here as PM6-D3H4X2. The correction keeps the original form of a

simple exponential repulsion EX = k ·e−ar with two parameters k and a, and with r being the

atom–atom distance.21 The parameters are derived for each element pair, and the correction

is applied to every matching pair of atoms except for those separated by one to three covalent

bonds.

The parameters were optimized for the halogen bonds of Cl, Br and I with nitrogen

and oxygen considered previously, and the correction was also extended to Cl–S, Br–S and

I–Br interactions, which exhibited large but systematic errors in the present data set. The

parametrization was carried out separately for each element pair on the relevant subset

of the SH250×10 data set, with the RMSE being the objective function minimized. The

two shortest points of the dissociation curves (with the scaling factors 0.8 and 0.85) were
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not considered in order to improve the description of the minimum at the cost of worse

description of unphysically short distances.

The resulting parameters are listed in Table 5. With this modification, the method

now describes halogen bonds of all the elements rather well (with the largest RMSE of 2.1

kcal/mol for bromine – see Fig. 3), and the systematic error at the equilibrium distances is

also controlled well (below 1 kcal/mol in all the elements, plotted in Fig. 4). A good sign is

that this has been achieved by minimizing the RMSE, not by targeting the systematic error

itself. This complements our previous findings that PM6 describes the σ-hole rather well and

its problems in the description of halogen bonds stem from the description of repulsion.81The

new correction is still too weak at the shortest distances, but it should yield a reasonable

intermolecular distance, which is a more important objective.

Table 5: New parameters for the halogen-bonding correction in PM6-D3H4X. The parameter
k in kcal/mol, a in 1/Å.

Elements k a
Cl-N 990079 6.915
Cl-O 100891 5.217
Cl-S 516740 4.537
Br-N 23215 2.792
Br-O 1485982 5.131
Br-S 131621890 6.471
I-N 13473085 5.594
I-O 1484563 4.738
I-Br 12638 2.432

4 Conclusions

The SH250×10 data set extends the Non-Covalent Interaction Atlas to σ-hole interactions –

halogen, chalcogen and pnictogen bonds featuring Cl, Br, I, S, Se, P and As. The accurate

CCSD(T)/CBS benchmark interaction energies are compatible with the remaining NCIA

data sets, and together they provide the most comprehensive coverage of non-covalent inter-

actions of neutral molecules in a chemical space significantly wider than that provided by
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the data sets available previously.

In this work, this data set has been applied to benchmarking a variety of semiempirical

quantum-mechanical and density functional theory methods. It has been found that already

the equilibrium geometries, the SH250 data set, present a challenging test set for DFT. In

contrast to the other NCIA data sets, we have identified large errors that can be attributed to

exaggerated charge transfer due to the overdelocalization of the electron density. This error

plagues all the GGA and meta-GGA functionals tested, but it is surprisingly strong even in

some common hybrid functionals such as B3LYP or PBE0. It is mitigated by using a larger

fraction of exact exchange in BHLYP or by utilizing range-separated hybrid functionals. The

most accurate DFT methods tested are the double-hybrid functionals rev-DSD-PBEP86-D4

and rev-DSD-PBEP86-D3, which also employ a large fraction of exact exchange, followed by

ωB97X-D3(BJ) and ωB97M-V.

The situation is even worse in SQM methods – none of those tested describes all the σ-hole

interactions without serious issues. Overall, GFN2-xTB ranked best, but even this rather

robust method has problems e.g. in describing interactions of phosphorus and arsenic. We

have also reparametrized the halogen-bonding correction in the PM6-D3H4X method, which

is now able to describe common halogen bonds rather well, but it still exhibits severe problems

in the less common combinations of elements. These problems are mostly attributable to

incomplete parametrization of these methods, and the present benchmark data can be used

to improve the future versions of these methods.

With all the data openly available, we hope that the SH250×10 data set will contribute to

the development of a more robust computational method able to describe these challenging

non-covalent interactions better.
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