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Abstract
The binding of divalent cations to the ubiqui-
tous phosphate group is essential for a number
of key biological processes, such as DNA com-
paction, RNA folding or interaction of some
proteins with membranes. Yet, probing their
binding sites, modes and associated binding
free energy is a challenge for both experi-
ments and simulations. In simulations, stan-
dard force fields strongly overestimate the in-
teraction between phosphate groups and diva-
lent cations. Here, we examine how different
strategies to include electronic polarization ef-
fects in force fields—implicitly through the use
of scaled charges or pair-specific Lennard-Jones
parameters, or explicitly with the polarizable
force fields Drude and AMOEBA—capture the
interaction of a model phosphate compound,
dimethylphosphate, with calcium and magne-
sium divalent cations. We show that both im-
plicit and explicit approaches, when carefully
parametrized, are successful in capturing the
overall binding free energy, and that common
trends emerge from the comparison of differ-
ent simulation approaches. Overall, the bind-
ing is very moderate, slightly weaker for Ca2+

than Mg2+, and the solvent-shared ion pair
is the most stable. Our results thus suggest
practical ways to capture the divalent cations
with biomolecular phosphate groups in complex
biochemical systems. In particular, the com-
putational efficiency of implicit models makes
them ideally suited for large-scale simulations
of biological assemblies, with improved accu-
racy compared to state-of-the-art fixed-charge
force fields.

Introduction
Phosphate groups are ubiquitous in biochem-
istry,1 as they not only form the backbone of
nucleic acids and the head group of phospho-
lipids, but are also present in metabolites such
as NADPH, ADP, or ATP, and are added to
protein side chains as post-translational modifi-
cations. Their interaction with divalent cations
such as Mg2+ or Ca2+ plays a key role in many
fundamental biochemical processes. For in-
stance, Mg2+ ions have been shown to mod-
ulate nucleic acid structures and assist RNA
folding.2–4 They are also essential for the full
catalytic activity of ribozymes.5 In the cell, cal-
cium ions can modulate the interaction of phos-
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pholipid membranes with proteins, and the for-
mation of calcium-phosphate based structures
is also essential for bone mineralization.6
However, despite their high biological rele-

vance, the binding modes and associated en-
ergetics of biological phosphate compounds
with divalent cations are not fully character-
ized yet. For instance, Mg2+ cations are
usually found to interact with nucleic acid
phosphate groups through their hydration wa-
ter molecules (thus forming solvent-shared ion
pairs or "outer-sphere" coordination),7,8 ex-
cept at specific RNA binding sites, where di-
rect "inner-sphere" interactions have been ev-
idenced (Fig. 1).3,8–10 The conditions allow-
ing for direct magnesium-phosphate interac-
tions are still not fully understood, also because
the identification of magnesium cations in bio-
logical structures is sometimes controversial.11
There is thus a strong need to better under-
stand phosphate–divalent cation interactions,
to be able to predict their binding modes, sites,
and energetics in biological systems.
A first step is to characterize the ion binding

behavior to small model phosphate compounds.
The thermodynamics of magnesium binding to
dihydrogen phosphate is well characterized ex-
perimentally,12 with a binding free energy of
∆Gbind(Mg2+) = −1.7 kcal/mol. The body
of experimental data is thinner for Ca2+, but
tends to suggest a comparable, slightly weaker
binding free energy to dihydrogen phosphate
(∆Gbind(Ca2+) = −1.4 kcal/mol13). The same
trend between the two cations is observed for
binding to more complex phosphate compounds
(e.g. ATP, CTP, ADP).14 In contrast, the in-
formation regarding the structure of the corre-
sponding ion pairs remains very partial. Very
recently, 2D-IR experiments on dimethylphos-
phate (DMP) suggested a significant fraction of
direct contact ion pairs with both calcium and
magnesium in 0.2 M concentrated solutions,15
but a decomposition of the overall binding ener-
getics into the contribution of the different ion
pairs is still missing.
In this context, molecular dynamics sim-

ulations can complement experimental data
and directly investigate the relative binding
free energies corresponding to different binding
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Figure 1: Molecular representation of the dif-
ferent cation-DMP ion pairing modes with the
surrounding layer of water molecules. The P-
cation distance can be used to distinguish the
different ion pairs, with, for Mg2+, typical val-
ues of 2.7–3.2 Å for the contact bidentate bind-
ing mode, 3.2–2.7 Å for the contact monoden-
tate and 4.1–6.1 Å for the SShIP. Snapshots
were prepared using the VMD software.16

modes.17–19 However, the interaction of diva-
lent cations to phosphate groups have proved
very challenging to capture in simulations, be-
cause of polarization and possible charge trans-
fer effects. In addition, the very slow (µs) kinet-
ics of water exchange in the magnesium hydra-
tion shell poses acute sampling problems. Stan-
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dard fixed-charge force fields have been shown
to exhibit strong overbinding artefacts,20,21 in
line with similar observations pertaining to the
binding of divalent cations to other negatively
charged biomolecular groups.22–24 Several ap-
proaches have been suggested to improve the
simulated binding behavior, with either explicit
or implicit inclusion of electronic polarization.
Polarizable force fields explicitly account for

electronic polarization, which can be done in
different ways.25–27 The binding of Mg2+ ions
with phosphate groups has been investigated in
the past using two different polarizable force
fields on slightly different model compounds:
AMOEBA, which uses permanent electrostatic
multipole moments up to the quadrupole and
includes explicit dipole polarization, on dihy-
drogenphosphate (DHP),18 and the Drude po-
larizable model on methylphosphate.19 They
were both successful in reproducing the over-
all binding free energy, and predicted solvent
shared ion pairs (SShIP) to be predominant.
These studies were however limited to magne-
sium binding, and did not compare it with cal-
cium.
Another strategy is to account for induced po-

larization implicitly, within the standard fixed-
charge functional form of the force-field. Two
such mean-field approaches have been sug-
gested in the literature, either through the use
of pair specific Lennard-Jones (LJ) parame-
ters20,28–31 (the so-called NBFIX corrections in
CHARMM), or through scaling the total charge
of the ion (Electronic Continuum Correction, or
ECC).23,32–34 The strength of both approaches
is that they allow the use of the same soft-
ware as standard non polarisable force fields,
with no additional computational cost. Pair-
specific parameters have been recently derived
to describe the interaction of Mg2+ and Ca2+

with dimethylphosphate, enabling simulations
to reproduce the overall binding free energy and
hydration kinetics.20,35 The scaled-charge ECC
description has shown promising results for the
interaction of polyvalent phosphate species with
cations36 but has yet to be tested on monova-
lent phosphate compounds.
In this work, our goal is to gain molecu-

lar insight into Mg2+ and Ca2+ binding to a

model phosphate, DMP, using molecular dy-
namics simulations. We aim to compare how
the relative binding of the two cations and the
relative free energy of different binding modes
are described by different force fields—non po-
larizable and with implicit or explicit electronic
polarization. We examine how ion pairing free
energies and binding modes are captured by a
scaled-charge ECC force field, which we com-
pare with a recently proposed force field based
on pair-specific Lennard Jones parameters.20
For comparison, we have used two polarizable
force fields—the Drude polarizable force field26

and AMOEBA,37,38—which have been recently
used to study ion-phosphate interactions,18,19
and are both available for nucleic acids and pro-
teins, so that they can be used for simulation
of complex biomolecular systems. This makes it
possible to identify robust trends in phosphate-
cation binding and compare the merits of dif-
ferent simulation strategies, which will pave the
way for a better understanding of more com-
plex, biologically-relevant systems.

Computational details

Molecular Dynamics simulations

Molecular dynamics simulations of DMP with
a divalent cation—either Mg2+ or Ca2+—were
performed with different force fields to compare
the ion pairing behavior of the two cations and
assess its sensitivity to the employed force field.
The simulation box was composed of one DMP
anion, one cation (Mg2+ or Ca2+) and 1723 wa-
ter molecules.
We performed simulations using force fields

from different families, with either implicit or
explicit descriptions of electronic polarization.
The employed parameters and computational
protocol are detailed below. All the parameter
files and typical input files for the different soft-
wares are provided in an online repository.39

Non polarizable force fields. Several
parametrizations of divalent cations using a
non polarizable force field and standard integer
charges (+2 for divalent cations) are available in
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the literature. In the main body of this paper,
the simulations with standard "non polariz-
able" force fields were performed with one of the
most commonly used parametrizations, namely
the 12-6 Lennard-Jones parameters suggested
by the Merz group for both Mg2+ and Ca2+.40
In the supporting information, we provide ad-
ditional comparison with simulations using the
Mg2+ force field suggested by D. Tobias and
coworkers,41 and the Ca2+ force field developed
in the Netz group.42 The dimethyl phosphate
was described using the General Amber Force
Field (GAFF, see Supporting Information).
These ion force fields were combined with the
SPC/E model43 for water.
All simulations with non polarizable force

fields were performed with the Gromacs2019.6
software44,45 with a 2 fs integration step, us-
ing periodic boundary conditions, in the con-
stant temperature/constant pressure (NpT) en-
semble. We used a Parinello-Rahman baro-
stat46 with a 5 ps coupling time and the ve-
locity rescaling thermostat47 at 300 K with a
1 ps coupling time. Long-range electrostatic
interactions were treated with Particle Mesh
Ewald (PME),48 with a 12 Å cutoff. Hydrogen-
containing bonds were constrained using the
LINCS algorithm,49 and the SETTLE algo-
rithm for water molecules.50

Electronic Continuum Correction. The
Electronic Continuum Correction (ECC) is a
mean-field theory that prescribes the scaling of

ionic charges by a factor
1
√
εel

' 0.75 (where εel

is the high frequency part of water dielectric
constant) to implicitly account for electronic
polarization.33,34 We used previously developed
scaled-charge force fields with a 0.75 scaling fac-
tor for Mg2+ 51 and Ca2+,52 which we combined
with a scaled-charge version of the DMP GAFF
force field, where we simply scaled all atomic
charges by the prescribed 0.75 factor (such a
simple strategy was used successfully with ac-
etate previously52). These ion force fields were
used together with the SPC/E model43 for wa-
ter.
Previous studies have shown that a 0.75 scal-

ing factor often tends to underestimate the

strength of the ion pairs.24,34 This probably
originates from the fact that part of the elec-
tronic polarization is effectively wrapped into
the employed empirical water model, whose di-
electric constant is larger than what would cor-
respond solely to nuclear polarization.53 Follow-
ing earlier suggestions, we thus also designed
ECC force fields with a milder 0.8 scaling fac-
tor, both for the cations24 and for the DMP.
Simulations with scaled-charge force fields

were performed using Gromacs, following the
same protocol as with standard force fields.

Pair-specific Lennard-Jones parameters.
Prompted by the observation that none of the
existing non polarizable force fields for Mg2+

captures at the same time its hydration ther-
modynamics, its hydration water exchange ki-
netics, and its binding free energy to biomolec-
ular phosphate groups, Schwierz and collabo-
rators recently proposed20 a new Mg2+ force
field (microMg) where they selected the best
combination of 12-6 Lennard-Jones parameters
to capture simultaneously the thermodynam-
ics and kinetics of Mg2+ solvation. In addi-
tion, to ensure proper binding properties with
RNA, they went beyond the standard Lorentz-
Berthelot combinaison rule and optimized spe-
cific Lennard-Jones parameters for the pairwise
interaction between magnesium and the phos-
phate non bridging oxygens, targeting the over-
all binding free energy. A similar strategy was
later adopted for Ca2+ and led to the so-called
Ca2 force field.35 microMg and Ca2 parame-
ters were initially optimized for TIP3P water,54
and a GAFF parametrization of dimethylphos-
phate,20 slightly different from ours, that we
hence adopted in simulations with microMg.
Note that this force field was very recently ex-
tended to be compatible with other water mod-
els.55 Simulations with these force fields fol-
lowed the same protocol as with standard force
fields.

Drude polarizable force field. The Drude
polarizable force field26 takes into account elec-
tronic polarization through the Drude oscil-
lator model, with negatively charged parti-
cles attached to each heavy atom via har-
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monic springs. The Drude particles fluc-
tuate around their parent atom during the
course of the simulation, depending on the
local electric field, thus modeling the dipole
response. Together with the Drude polar-
isable water model SWM4-NDP,56 we used
Drude parameters for DMP and Mg2+ specif-
ically refined57 to reproduce Mg2+ solvation
properties and its binding to nucleic acid
moieties. In addition to Drude particles,
this force field includes pair-specific Lennard-
Jones interactions (NBFIX) and dipole screen-
ing (NBTHOLE) terms both for Mg2+–water
and Mg2+–phosphate (non bridging oxygen) in-
teractions. Simulations were performed with
the NAMD2.14 program,58 with a timestep of
1 fs, in the NpT ensemble at room temperature
and pressure, using Langevin dynamics with a
1 ps−1 damping period and a Langevin Pis-
ton Nosé-Hoover barostat.59 Periodic boundary
conditions were used with a PME treatment.48
The temperature of the Drude oscillators was
maintained at 1 K with a separate Langevin
thermostat with a 20 ps−1 damping coefficient.

AMOEBA. The AMOEBA37,60 force field
models the electrostatic potential with atomic
permanent electrostatic multipole moments up
to the quadrupole, and includes explicit self-
consistent dipole polarization. It has been ex-
tended to describe phosphates (incl. DMP)61
and nucleic acids.38 Parametrization of the nu-
cleic acid backbone in the most recent version
of the force field (amoebanuc17.prm) is based
on the initial DMP parametrization,61 which
we thus used here in combination with the wa-
ter and magnesium parameters currently rec-
ommended for nucleic acids.38 Simulations with
the AMOEBA force field were performed with
Tinker62 on GPU using the Tinker-OpenMM
implementation,63 in the NVT ensemble at
300 K. The RESPA integrator64 was used with
a 2 fs time step. Long-range electrostatic inter-
actions were treated with PME, using a real-
space cutoff of 8 Å .
To examine the sensitivity of the binding free

energy ∆G◦bind to the set of multipoles, we re-
fined new multipoles using clusters with explicit
water molecules, that should thus be suited for

simulation of DMP in solution. The geome-
try of a cluster of 26-water molecules solvating
DMP was optimized at the DFT level using the
ωB97X-D3 functional and the def2-SVP basis
set, with the Orca program package.65,66 Fol-
lowing the AMOEBA procedure,67 the atomic
multipolar distribution of the optimised DMP-
water cluster was derived from the MP2/cc-
pVDZ density using the Gaussian program68

and DMA analysis.69 The multipoles were then
refined using an adjustment of atomic dipoles
and quadrupoles on the electrostatic potential
while keeping the charges fixed.

Binding free energy calculations

Binding free energy calculations were per-
formed in each binding mode using the broadly
adopted double decoupling theoretical frame-
work.70,71 The corresponding thermodynamic
cycle and notations are presented in details
in Refs. 72 and 73. Two alchemical trans-
formations are performed, where the cation
is progressively decoupled from its environ-
ment, either in the bulk (∆G∗bulk) or in the
ion pair (∆G∗site). The free energy contribu-
tion due to the change in net charge during
the alchemical transformation (which induces
a change in neutralizing "gellium" in our simu-
lations with periodic boundary conditions and
PME summation) is taken into account with
an analytic correction ∆GPBC (eq(17) from Ref.
74). Ion pair geometries during the computa-
tion of ∆G∗site were maintained with flat-well
harmonic restraints on the distance between
the cation and the DMP phosphorus atom,
which allows to distinguish the different bind-
ing modes (see Figure 1). The free energy of
applying the restraints in the uncoupled state
with respect to the standard state concentra-
tion, ∆GV◦→rest

decoupled, is estimated numerically as

∆GV◦→rest
decoupled ' −RT ln

(∫ L
0

4πr2e−βUrest(r)dr
)
,

where L is the box size and Urest the flat-well
potential. In the coupled state, since the em-
ployed flat-well potential is very close to the in-
finite well which is taken as the definition of the
bound state, the contribution of the restraints
∆Grest→site

coupled is almost exactly 0. The standard
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binding free energy for a given binding mode
∆G◦bind is thus obtained by adding those contri-
butions:

∆G◦bind = ∆G∗bulk + ∆GPBC + ∆GV◦→rest
decoupled −

∆G∗site + ∆Grest→site
coupled

The overall binding free energy was ob-
tained by combining the binding free energies
obtained in each ion pair geometry, as fol-
lows: ∆G◦bind,tot = −RT ln(e−∆G◦

bind,mono/RT +

e−∆G◦
bind,bi/RT + e−∆G◦

bind,sship/RT )

Prior to the alchemical transformations, short
unrestrained equilibrations were started from
different ion pairing geometries (Fig. 1) with
each force field to estimate the range of P–
cation distances corresponding to each ion pair.
The detailed restraint potentials used in each
case during the alchemical transformations are
provided in the Supporting Information.
The computational details for the alchemical

transformations depend on the simulation soft-
ware, and thus the force field, as follows.

Non polarisable force fields. For all non
explicitly polarisable force fields, alchemical
transformations were carried on with Gromacs.
Electrostatic interactions between the cation
and its environment were first turned off (11
windows, λelec = 1, 0.9, 0.8, ..., 0.1, 0) before
switching off van der Waals interactions (4 win-
dows with λvdw = 0.7, 0.5, 0.1, 0). Starting in
the coupled state, each window was equilibrated
for 250 ps before starting the next one, and an-
other 5 ns sampling was then added indepen-
dently in each window. The Bennett Accep-
tance Ratio75 (BAR) method, as implemented
in Gromacs, was then used to obtain the free
energy. The error bar provided on ∆G◦bind is
the sum of the error for each alchemical trans-
formation, which are estimated from the aver-
age variance over 5 blocks as implemented by
default in ”gmx bar”.

Drude force field. The alchemistry module
in NAMD is not yet fully compatible with the
Drude force field. Hence, we decomposed the
decoupling in two stages, as suggested previ-
ously.19 First, the Mg2+ charge and associated
Drude particle charge were gradually reduced

to zero, using scaling factors of 1, 0.95, 0.9,
..., 0.1, 0.05, 0. A 2 ns-simulation was per-
formed with each of the 21 corresponding PSF
files, printing out the structures and energies
every 1 ps. In a post-processing step, the en-
ergy of each frame of the trajectories was re-
calculated with the potentials of the neighbor-
ing windows. These energies were then col-
lected to yield a BAR75 estimate of the free
energy. In a second stage, the Lennard-Jones
interactions of the uncharged Mg2+ were grad-
ually removed (λLJ = 1, 0.9, 0.8, 0.6, 0.4, 0.2, 0)
using NAMD FEP alchemistry module with In-
terleaved Double-Wide Sampling, which allows
the use of the BAR estimator. For both stages,
the BAR free energy estimation was performed
in a post-processing step using a python jupyter
notebook76 and the alchemlyb77,78 library.

AMOEBA. Alchemical transformation with
the AMOEBA force field were performed
with the Tinker-openMM software.63 The
interactions of the cation with its environ-
ment were progressively decoupled using 24
4-ns long windows, first progressively reduc-
ing the electrostatic and polarization interac-
tions (λelec = 1, 0.9, ..., 0.1, 0) before decou-
pling the van der waals interactions (λLJ =
1, 0.9, 0.8, 0.75, 0.7, 0.65, 0.6, 0.55, 0.5, 0.4, 0.2, 0.1, 0).
The final free energy estimate was obtained
with BAR as implemented in the bar_omm.x
Tinker tool.

Computation of free energy land-
scapes with ABF

Free energy landscapes were sampled and com-
puted using a variant of the Adaptive Biasing
Force (ABF) method,79 extended-system ABF
(eABF).80,81
Consider a vector collective variable (CV)

z = ξ(x) , where x is the vector of atomic Carte-
sian coordinates. We define the free energy
landscape, up to an additive constant, as the
quantity

A(z) ≡ −kBT ln ρ(z) ,

where ρ(z) is the marginal probability density
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of the collective variable. In ABF, the gradient
∇A of the free energy surface A(z) is estimated
on-the-fly as the conditional average of a pro-
jected force,79,82,83 following a Thermodynamic
Integration formalism. This running estimate
is applied as a biasing force, which tends to
level the local slope of the free energy land-
scape. At long times, as the estimate converges
to the free energy gradient, the effective free
energy landscape becomes flat and the biased
distribution of z becomes uniform. In ABF, es-
timating the projected force imposes technical
requirements on the CVs.82 These requirements
are relaxed in eABF, by not applying the ABF
algorithm directly to the CVs of interest, but to
fictitious degrees of freedom λ that evolve ac-
cording to Langevin dynamics and are harmon-
ically coupled to the CVs through a potential
V ext(x, λ) = k

2
|ξ(x) − λ|2 with force constant

k.80,81 The implementation used was the Collec-
tive Variables Module (Colvars),84 which was
recently interfaced with Gromacs. Gromacs
patched with Colvars was downloaded from
https://github.com/Colvars/gromacs/tags.
Three collective variables were defined, cor-
responding to the three Cartesian coordinates
of the divalent cation in a moving frame of
reference tied to the phosphate group. An
ideal, symmetric geometry of the PO4 group
was created and used to define the reference
position to which those atoms were aligned
transparently throughout the simulations, by
invoking the fittingGroup option of Colvars.
This allowed for the resolution of well-defined
free energy landscapes reflecting the positional
distribution of divalent cations with respect to
the PO4 group. Unbiased free energy gradients
were obtained by the CZAR estimator,81 and
integrated on the fly using a Poisson equation
formalism,85 following the default settings of
Colvars. For 2d visualization, free energy sur-
faces were read into Python notebooks using
the colvars_grid Python module,85 then in-
tegrated over relevant slices of the collective
variables using numpy and plotted using mat-
plotlib. For 3d visualization, the DX files writ-
ten by Colvars were read directly into VMD.16
The collective variables were discretized on a

grid of step size 0.2 Å. For eABF, the extended

variables were coupled with an RMS deviation
of 0.2 Å and a time constant of 200 fs. ABF
forces were fully applied when 50 samples were
collected in a given bin.

Quantum mechanical (QM) calcu-
lations

We selected from the molecular dynamics sim-
ulations 20 snapshots in the monodentate and
SShIP geometries. We then extracted from each
snapshot a cluster composed of one DMP an-
ion, one Mg2+, and 20 water molecules, selected
based on the closest distance d between their H
atoms and the cation or DMP oxygen atoms.
All water molecules with d < 3.5 Å were se-
lected, complemented to 20 by selecting addi-
tional water molecules by increasing value of d.
The number of 20 water molecules ensured that
the entire first hydration shell of both Mg2+ and
the DMP oxygen atoms (the water molecules di-
rectly donating a hydrogen bond) were selected,
including in the SShIP. The geometry of these
clusters was optimized with Density Functional
Theory (DFT) with the ORCA software,65,66 in
the gas phase, using the ωB97X-D3(BJ) func-
tional with Becke-Johnson dispersion correction
and the def2-SVP basis set. Single point en-
ergies were then obtained with a larger basis
set (as in Ref. 61), which proved key to obtain
correct interaction energies, both for the full
cluster and for the DMP and ion+water frag-
ments. From there, the interaction energy was
calculated as Eint = Etot−EDMP−Ecation+water.
Single point energies and the corresponding in-
teraction energies were then calculated on the
same optimized fragments with different ver-
sions of the AMOEBA force field using the ana-
lyze program of Tinker. Detailed data are pro-
vided in Supporting Information.

Results

Phosphate–cation binding without
explicitly polarizable force fields.

Cations can interact with phosphate groups in
distinct binding modes. The interaction can
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take place either through a water molecule, thus
forming a solvent-shared ion pair, or with direct
contact between the cation and the DMP oxy-
gen atoms. Such a contact ion pair can be either
monodentate (interaction with only one of the
two non-bridging phosphate oxygen atoms), or
bidentate (Fig. 1). To investigate how differ-
ent force fields capture the interaction of DMP
with divalent cations, Mg2+ and Ca2+, and how
they predict the balance between these binding
modes, we computed the standard binding free
energy ∆G◦bind between Mg2+ or Ca2+ and DMP
in different ion pair geometries with different
non polarizable force fields (Fig 2 and Table
S2 in the Supporting Information). The over-
all binding free energy was compared with the
experimental reference (available only for DHP,
presumed very similar to DMP), −7.1 kJ/mol
for Mg2+ 12 and −5.9 kJ/mol for Ca2+.13

∆G◦bind for Mg2+ is strongly overestimated, by
more than 20 kJ/mol, with standard non polar-
izable force fields, which is consistent with the
overbinding artefacts reported for Mg2+ bind-
ing to biomolecules in the literature.20,23 This
strong overbinding is observed independently of
the details of the chosen force field (see Sup-
porting Information). The overbinding is also
observed for Ca2+, albeit to a much smaller
extent, with the 12-6 force field by Merz and
coworkers.40 Other non polarizable force fields
exhibit an overbinding for Ca2+ almost as pro-
nounced as for Mg2+ (see Supporting Informa-
tion). Additionally, with such force fields, both
cations are predicted to interact preferentially
in direct contact with the DMP non bridging
oxygen atoms (rather than through their hy-
dration shell) which, for Mg2+, goes against the
usual picture of such interactions.
The artefacts exhibited by standard force

fields are believed to originate from the lack
of electronic polarization, which is particu-
larly important to properly capture binding
properties of highly charged cations. One
possibility to overcome this limitation is to
use a mean-field approach and take implicitly
into account electronic polarization by scal-
ing the ionic charges.23,33,34 Following the pre-
scriptions of the Electronic Continuum Correc-
tion (ECC) theory, we thus developed a scaled-

charge force field both for DMP and the diva-
lent cations,51,52 using the theoretically-derived

1
√
εel

' 0.75 scaling factor. As expected, this

scaled-charge force field yields much weaker
binding free energies (Fig 2 and Table S2).
However, as observed previously with other so-
lutes (e.g. acetate), the overall binding free
energy is now underestimated. This led us to
prefer a 0.8 scaling factor, which can be jus-
tified by the fact that some of the electronic
polarization effects are already implicitly incor-
porated in the water model.34,53 With this sec-
ond version of the ECC force field, the binding
free energy for Mg2+ is now within less than
3 kJ/mol from the experimental value, prob-
ably within experimental (and computational)
error bars, or slightly underestimated still. The
overall binding free energy for Ca2+ is smaller
than that of Mg2+ by about 2 kJ/mol, consis-
tently with experimental data. Strikingly, com-
pared to standard non polarizable force fields,
in addition to a much weaker binding strength,
the favoured binding mode is now the SShIP,
for both cations. The contact binding mode
is found less stable by 2–4 kJ/mol, the mon-
odentate geometry being favored over biden-
tate for both cations. The bidentate binding
mode is found unstable with Mg2+, while it is
metastable with Ca2+.
Another approach to eliminate overbinding

artefacts is to parametrize pair-specific Lennard
Jones parameters ("NBFIX" in CHARMM vo-
cabulary) between the studied cations and the
solute they interact with.20,28–31 Recently, pa-
rameters were developed specifically to cap-
ture magnesium and calcium binding free ener-
gies with phosphate groups.20,35 Since ∆G◦bind

was used as a target in the parametrization
process—albeit with a different reference than
ours for Ca2+ 86—these parameters give by con-
struction a good overall binding free energy.
Comparing panels a and b in Fig 2, calcium
seems to bind slightly stronger than magne-
sium with this family of force fields. However,
we should note that a different set of parame-
ters was recently derived for Mg2+,86 that binds
more strongly than Ca2+ (more details in Sup-
porting Information). The relative binding of
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0.8

pair LJ
(NBFIX) AMOEBA
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Mg2+

Ca2+

** * *
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ECC
 0.75

expt

expt

**
pair LJ

(NBFIX)

fixed charge models polarizable models

Figure 2: Cation-DMP binding free energy ∆G◦bind (kJ mol−1) for different ion pair conformations
(contact monodentate, contact bidentate and SShIP), together with the overall ∆G◦bind, computed
with different force fields, as described in the Methodology section. The error bars on the computed
∆G◦bind are about 1–2 kJ/mol. The reference experimental binding free energies ∆G◦bind,expt are −7.1
kJ/mol for Mg2+ 12 and −5.9 kJ/mol for Ca2+.13 The light red zone indicates the range of binding
free energy for the contact ion pairs as estimated experimentally in Ref. 15. Unstable ion pair
geometries are marked with a * symbol.

the two cations thus sensitively depends on de-
tails in the parametrization. Here, we decom-
posed the binding free energy into the contribu-
tion of the different ion pairs (Fig 2 and Table
S2). As with the ECC force field, the most
stable binding mode is the SShIP, the contact
monodentate ion pair being less stable by 1–2
kJ/mol. The contact bidentate ion pair, which,
for Ca2+, was only a few kJ/mol less stable than
the contact monodentate with ECC, is fully un-
stable with this description for both cations.

This probably comes from the repulsion caused
by the pair-specific Lennard-Jones term.
In order to get a better insight into the ge-

ometry and relative stability of the different
binding modes with the different force fields,
we computed, using the eABF enhanced sam-
pling technique,80,81 the 3D free energy land-
scape around the DMP anion. 3D visualization
of free energy isosurfaces provides a picture of
the spatial extent of each of the binding modes
(Figure 3), with symmetric lobes around each
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Figure 3: Illustration of the monodentate and
bidentate binding modes for the Mg2+:DMP ion
pair, represented as an iso-free-energy surface
computed using eABF for the full charge model.
Prepared with VMD.16

oxygen for the contact monodentate ion pair,
and a thin lobe, orthogonal to the OPO plane,
for the contact bidentate (when stable).
Projecting the 3D free energy data on the

plane formed by the phosphorus central atom
and the two non bridging oxygens, we obtained
2D free energy maps that enable easy compar-
ison of the binding strength of each mode with
the different force fields (Figure 4). While the
overall shape of the binding modes is similar
with all force fields, clear differences are visible
in the binding strength. Full-charges non po-
larizable force fields yield much deeper free en-
ergy basins than the two implicit descriptions;
and ECC, even with 0.8 scaling, yields the most
shallow free energy minima, in line with the al-
chemical evaluation of ∆G◦bind. This representa-
tion also confirms the absence of a (meta)stable
contact bindentate state (x = 0) with the use of
pair-specific Lennard-Jones parameters, which
contrasts with both ECC and full charge de-
scriptions, where the contact bidentate state,
albeit the least stable with ECC, indeed corre-
sponds to a metastable state with Ca2+. In ad-

dition, even when the contact and SShIP basins
are close in free energy, they can be separated—
e.g. with Mg2+ and the ECC force field—by a
high (> 15 kJ/mol) free energy barrier, which
means that the kinetics of exchange remains
slow between the states and won’t be sponta-
neously sampled in standard non accelerated
molecular dynamics simulations.
While scaled ECC force fields and the use of

pair-specific LJ parameters are able to repro-
duce the overall binding free energy and both
predict the SShIP to be the lowest free en-
ergy minimum, they exhibit differences regard-
ing, for instance, the existence of a metastable
bidentate binding mode. Since these force fields
only implicitly account for electronic polariza-
tion, we now set out to compare their behav-
ior with that of two different explicitly polar-
izable force fields, the Drude polarizable force
field and AMOEBA.

Explicitly polarizable force fields

Drude polarizable force field. The Drude
polarizable force field26 takes into account elec-
tronic polarization through the Drude oscilla-
tor model, with negatively charged Drude par-
ticles fluctuating around their parent atom dur-
ing the simulation. Lemkul and MacKerell 57
parametrized a Drude polarizable force field
for DMP and Mg2+ specifically designed to
capture Mg2+ hydration thermodynamics and
structure, as well as its interaction with chloride
anions and nucleic acid moieties. The inclusion
of pair-specific LJ interactions (NBFIX) be-
tween Mg2+ and non-bridging phosphate oxy-
gen atoms, in addition to the Drude particles,
was found necessary to reproduce the structure
of Mg2+–phosphate (DMP) complexes. In addi-
tion, Villa et al. 19 refined in a similar way (using
NBFIX terms), a Drude force field for the inter-
action of Mg2+ cations with methylphosphate.
They showed that it quantitatively reproduced
the overall binding free energy and predicted
the SShIP to be the most stable, the contact
monodentate ion pair being significantly less
stable by about 9.5 kJ/mol. Using the specif-
ically parametrized force field for DMP and
Mg2+,57 we computed the DMP:Mg2+ bind-
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Mg2+ Ca2+

Full charges

ECC
(0.8 scaling)

Pair-specific
Lennard Jones

Figure 4: 2D free energy maps for the interaction of a Mg2+ or Ca2+ cation with dimethylphosphate,
computed using eABF, intergrated over averaged over a 2 Å-thick slice around the y = 0 OPO plane,
and capped at ±20 kJ/mol. Rendered with matplotlib.87

ing free energy for each binding mode (Fig 2
and Table S3). The overall binding free energy
(−10.7 kJ/mol) is in good agreement with the
experimental reference, and mainly stems from
the solvent-shared binding mode, the contact
monodentate mode being about 11 kJ/mol high
in free energy. These results are fully in line
with previous data obtained on methylphos-
phate.19 Note that the contact bidentate ion
pair is not stable at all with this force field,
presumably due to the NBFIX repulsion term,

as is also the case with the non polarizable force
field with pair-specific LJ terms (Fig 2 and Ta-
ble S3).
The Drude polarizable force field for Ca2+–

phosphate interaction has not yet been re-
fined with NBFIX terms, as for Mg2+. For
the sake of comparison, we still computed the
binding free energy in the different modes us-
ing the default Ca2+ force field. While the
SShIP is associated with a reasonable bind-
ing free energy, slightly higher than that of
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Mg2+, which would be in line with experimen-
tal data, the contact ion pair is clearly mis-
behaving, both in terms of structure and en-
ergetics. The monodentate binding mode is
unstable, immediately falling in a pathologi-
cal bidentate conformation, with an extremely
small 2.5–2.9 Å calcium-phosphorus distance,
to be compared with a reference 2.95–3.05 Å
distance estimated on 10 clusters (see Meth-
ods section) optimized with DFT at the def2-
SVP/wB97x-D3(BJ)/PCM level. This kind of
deformation is in line with what was observed
with Mg2+ before the inclusion of the NBFIX
term.57 Unsurprisingly, the binding free energy
corresponding to this bidentate mode is also to-
tally unphysical, leading to an overall ∆G◦bind =
−73.2 kJ/mol. These results stress that with-
out addition of pair-specific Lennard Jones re-
pulsion terms, the Drude polarizable force field
does not properly capture divalent ion binding
with biologically relevant moieties, hence the
need for careful testing before application to a
new family of interaction groups.

AMOEBA. AMOEBA is another family of
polarizable force field which uses permanent
electrostatic multipole moments up to the
quadrupole and includes explicit dipole polar-
ization.37 It has been parametrized for pro-
teins88 and, more recently, for nucleic acids,38
which now enables its use for simulation of com-
plex biochemical systems. Kumar et al. 18 stud-
ied the interaction of Mg2+ ions with a model
phosphate compound (dihydrogen phosphate,
DHP), and showed that it was able to quanti-
tatively reproduce the binding free energy. The
most stable ion pair conformation was found
to be the SShIP, with both contact ion pairs
(monodentate and bidentate) very close in free
energy, about 7 kJ/mol less stable than the sol-
vent shared. More recently, Zhang et al. 61 de-
rived AMOEBA parameters for dimethylphos-
phate, which later served as a basis for the nu-
cleic acid backbone in the AMOEBA nucleic
acid force field.38 This DMP force field was val-
idated for its interaction with Mg2+ against the
structure and interaction energy of cation:DMP
dimer, in a bidentate geometry optimized at the
QM (DFT) level.

With this recent AMOEBA force field for
DMP, which should be a good proxy for the
RNA/DNA interaction with divalent cations
with the AMOEBA force field for nucleic acids,
we examined the binding free energy associ-
ated with each type of ion pair (Fig 2 and
Table S3). The overall Mg2+–DMP binding
(∆G◦bind = −20.8 kJ/mol) appears significantly
too strong compared to experimental data, es-
pecially for the contact monodentate ion pair,
which is the most stable. Meanwhile, the SShIP
exhibiting a binding free energy much more
similar to that obtained with other force fields
(∆G◦bind,sship = −7.8 kJ/mol). This contrasts
with the results previously obtained on DHP,
both quantitatively and qualitatively.
We thus endeavor to better understand the

origin of this difference, analyzing how sensi-
tive the binding free energy was to different
force field parameters. First, we derived new
multipoles for DMP (see Methods), taking into
account explicit water molecules in the deriva-
tion. However, the binding free energy ∆G◦bind

proved very little sensitive to the change of mul-
tipoles (see Supporting Information). We then
noticed that a significant difference between the
early DHP force field18 and the current DMP
force field61 was in the value of the atomic po-
larizability of the phosphorus and non bridging
oxygen atoms. For DMP, they were tuned to re-
produce the overall DMP polarisability.61 Com-
puting the binding free energy for different po-
larizability values (see Supporting Information)
evidenced that the binding free energy of the
monodentate binding mode was extremely sen-
sitive to the non-bridging oxygen polarizability
and very little to that of the phosphorus. In
contrast, the SShIP binding mode was very lit-
tle affected by changes in both polarizabilities.
We then went back to the spirit of the ini-

tial development of the AMOEBA force field
with the idea of benchmarking some parame-
ters against QM calculations on the structures
and energies of small clusters. The polariz-
ability values were thus adjusted on clusters
in the monodentate and SShIP binding modes
(details in the Supporting Information). We
found out that the set of polarizabilities that
minimize the error on relative interaction ener-
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gies (αO = 0.837 Å3 and αP = 3.3 Å3, close
to those used in the early DHP force field18)
yield binding free energies for both Mg2+ and
Ca2+ in very good agreement with experimen-
tal data (see Fig 2 and Table S3), slightly more
negative with Mg2+ than with Ca2+. In both
cases, the SShIP is the most stable ion pair, and
the contact monodentate ion pair about 6–10
kJ/mol higher in energy. The contact biden-
tate ion pair is not stable at all, which is differ-
ent from what was earlier observed with DHP,
but in agreement with the picture provided by
most of the other tested force fields. Refine-
ment of the DMP polarizabilities thus had a
major impact on binding free energies and led
to an ion binding behavior in line with exper-
imental data as well as with simulations with
other force fields. Whether a similar change in
large scale simulations of nucleic acids would
improve their cation binding behavior without
deteriorating the properties of the nucleic acid
remains to be investigated.

Discussion

The interaction of DMP with Mg2+ and Ca2+

was examined in details with different force
fields that use distinct, implicit or explicit, ap-
proaches to take into account electronic polar-
ization. We show that all approaches, after
careful refinement, are able to capture the over-
all binding free energy. From there, a common
picture emerges for divalent cation–phosphate
interactions: the binding is overall quite mod-
erate, slightly weaker for Ca2+ than Mg2+, and
the most stable binding mode, for both cations,
seems to be the SShIP (outer-sphere). Among
the contact ion pairs, the monodentate binding
mode is favored for both cations, even if ECC
predicts a small free energy difference between
the two modes (1-3 kJ/mol) for Ca2+, while the
bidentate is totally unstable when using pair-
specific LJ interactions and AMOEBA.
However, they differ in the balance between

SShIP and contact ion pairs. With both im-
plicit approaches (ECC and pair-specific LJ)
and for both cations, the contact monodentate
ion pair is only slightly (2–4 kJ/mol) less stable
than the SShIP. In contrast, with the Drude po-

larizable force field and AMOEBA, the contact
monodentate ion pair is more destabilized with
respect to the SShIP (by about 6–10 kJ/mol,
more for Mg2+ than Ca2+), which means that
contact ion pairs are much less abundant.
Very recently, using 2D-infrared spectroscopy

experiments on DMP magnesium or calcium
solutions complemented by QM simulations,
Schauss et al. 15 demonstrated the existence of
contact ion pairs between DMP and these diva-
lent cations. They estimated the concentration
of DMP:cation contact ion pairs in C0 = 0.2 M
solutions between 0.23C0 and 0.37C0 for Mg2+,
and between 0.12C0 and 0.3C0 for Ca2+. These
estimates can be compared with that provided
by simulations with different force fields. Direct
counting in simulations run at the same concen-
tration as in the experiment is not practical be-
cause of the very long exchange times between
the different ion pairs, which prevents proper
convergence of the contact ion pair concentra-
tion. Instead, we can convert the estimated
contact ion pair concentrations into the bind-
ing free energy associated with contact pairs,
∆Gbind,contact. This thus provides an estimated
∆Gbind,contact = −7.8 to −4.3 kJ/mol for Mg2+

and ∆Gbind,contact = −5.9 to −1.5 kJ/mol for
Ca2+. ∆Gbind,contact can be directly compared
with that computed with different force fields,
from the exponential average of the ∆Gbind as-
sociated with the two contact pairs (see Fig. 2).
All force fields (among those giving a correct
overall binding free energy) seem to underesti-
mate the fraction of contact ion pairs. The con-
tact ion pair binding free energy is slightly un-
derestimated by about 2 to 4 kJ/mol with both
ECC and pair-specific LJ descriptions, except
for Ca2+, where the pair specific LJ description
falls within experimental error bars. Both po-
larizable force fields (Drude and our modified
AMOEBA) underestimate even more the con-
tact ion pair free energy, by at least 4.5 kJ/mol
for Mg2+.
Overall, implicit and explicit descriptions of

electronic polarization yield quite similar pic-
tures of the ion pairing behavior of phosphate
groups with Mg2+ and Ca2+. However, with the
Drude polarizable force field, correct ion bind-
ing behavior crucially depends on added pair-
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specific interaction; with AMOEBA, it is highly
sensitive to the DMP atomic polarizabilities of
the non-bridging oxygen atoms. Both implicit
strategies (ECC and pair-specific LJ) can be di-
rectly used with standard simulation software
at no additional cost, which makes them ide-
ally suited for large-scale simulations of biolog-
ical assemblies. However, they also come with
their drawbacks. Pair-specific Lennard Jones
parameters lack transferability, as they need to
be parametrized specifically for each pair of in-
teracting ions and the relative behavior the two
cations proved quite sensitive to details in the
parametrization. This approach compensates
the short-range overbinding artefacts by an ad
hoc repulsive term, thus recovering a correct
binding behavior, but does not fix the miss-
ing electronic term in long-range electrostatics.
In contrast, the scaled-charge ECC force fields
introduce in a physically well-grounded mean-
field approach the missing electronic polariz-
ability. However, this strategy requires scal-
ing the charges of both the cations and the
anionic solute, which means that in biosimula-
tions of nucleic acids, the charges of the RNA or
DNA moiety should also in principle be scaled.
This will affect the nucleic acid–water interac-
tion and could alter the biomolecule conforma-
tion. Additional developments and tests are
thus needed to be able to use such force fields
for more complex systems. Finally, even with
these force fields, exchange kinetics between the
different ion pairs remains slow (compared to
typical simulation timescales), so special care
should always be taken to properly sample the
distinct binding modes.

Conclusion
While standard non-polarisable force fields can-
not properly capture the binding structure
and free energy of divalent cations to phos-
phate moieties, we have shown that force fields
that include electronic polarization in an im-
plicit mean-field way—either through the use
of scaled charges (ECC theory) or pair-specific
Lennard-Jones parameters—successfully repro-
duce the modest binding free energy of Mg2+

and Ca2+ to a model isolated phosphate com-
pound, DMP. Similar results are obtained with
explicitly polarizable force fields, provided ex-
tra care is taken during the parametrization
process, with the addition of pair-specific re-
pulsion for the Drude polarizable model, and
fine tuning of the atomic polarizabilities for
AMOEBA. From the comparison of these dif-
ferent approaches, a common picture of cation-
phosphate binding emerges: with both Mg2+

and Ca2+ cations, the most stable binding mode
is the SShIP, and among the two contact ge-
ometries, the monodentate binding mode seems
the most stable, even though the various force
fields differ in the relative stability of the mon-
odentate and solvent shared binding modes.
Comparison with recent experimental estimates
of the fraction of contact ion pairs however
suggests that all the force fields may under-
estimate the stability of the contact binding
mode. Given that force fields which only im-
plicitly take into account electronic polarization
yield very similar descriptions of the cation-
phosphate binding modes and binding free en-
ergies as explicitly polarizable force fields, these
approaches seem very promising for simulation
of large scale biochemical assemblies with diva-
lent cations. The two strategies however pose
their own challenges, the lack of transferability
for the pair-specific LJ approach, and the scal-
ing of the biomolecular charges for ECC. It also
remains to be examined whether those different
approaches are able to describe the formation
of strong binding sites, as found in RNA for in-
stance, that involve multiple phosphate groups.
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