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The influence of core-hole delocalization for X-ray photoelectron, X-ray absorption, and X-ray emission spectrum
calculations is investigated in detail, using approaches including response theory, transition-potential methods, and
ground state schemes. The question of a localized/delocalized vacancy is relevant for systems with symmetrically
equivalent atoms, as well as near-degeneracies which can distribute the core-orbitals over several atoms. We show
that issues relating to core-hole delocalization are present for calculations considering explicit core-hole states, e.g.
when using a core-excited or core-ionized reference state, or for fractional occupation numbers. Including electron
correlation eventually alleviates the issues, but even using CCSD(T) there is a noticable discrepancy between core-
ionization energies obtained with a localized and delocalized core-hole (0.5 eV for the carbon K-edge). Within density
functional theory, the discrepancy is associated with the exchange interaction involving the core orbitals of the same
spin symmetry as the delocalized core-hole, and the size of the error is thus directly related to the amount of HF
exchange included in the functional. For linear response methods, we further show that if X-ray absorption spectra are
modelled by considering symmetry-unique sets of atoms, care has to be taken such that there are no delocalizations of
the core orbitals, which would otherwise introduce shifts in absolute energies and relative features.

I. INTRODUCTION

When modeling X-ray spectroscopies, the question of core-
hole (CH) localization can be highly influential on the in-
tegrity of the final spectra. Using a ∆SCF approach, it has
long been noted that a localized CH results in ionization ener-
gies (IE:s) in good agreement with experiments, while a delo-
calized CH overestimates these IE:s.1 Subsequently, when de-
composing the terms involved in relaxing a core-hole state,2

it was shown that the relaxation effects associated with a lo-
calized core-hole are analogous to relaxation and correlation
effects associated with a delocalized core-hole.3 As such, un-
correlated ∆SCF works quite well when the CH is localized,
but not when it is delocalized. Note that the use of the term
correlation in this context can be somewhat misleading, as the
deficiency of the delocalized CH has more to do with inade-
quate orbitals which are then corrected through correlation.4

Nevertheless, these terms are still relatively descriptive and
commonly used in the literature, but some care is warranted.
Using a localized CH, the symmetry of the molecular system
is broken, but it can be retrieved by forming linear combina-
tions of the localized solutions.1 Alternatively, by including
electron correlation via various post-HF methods, theoretical
results in good agreement with experimental spectra can be
achieved while preserving the full symmetry of the system.5,6

From a more fundamental point of view, the localization
of core-holes has been investigated and discussed experi-
mentally, with measurements observing both localized and
delocalized CHs, depending on the manner of conducting
the measurements. It has thus been seen that CH localiza-
tion/delocalization can be an effect of the observation (a situ-
ation which is not too uncommon in quantum physics).7–11

In certain cases, an entangled system is probed, while un-
der other conditions the entanglement is broken and an in-
dependent particle picture emerges. Care must thus be taken

when performing the analysis of these types of measurements,
where an overly simplistic single-particle picture should be
avoided in lieu of more complete quantum mechanical frame-
works.

While the fundamental question of CH localization can be
imperative for gaining a deeper insight into the underlying
physics, for most practical spectrum calculations it may not
be as vital. Still, it remains important to determine how CH
localization/delocalization affects the agreement of calculated
spectra to experiment or other computations, and this is the
goal of the present study. As will be discussed further, the
use of a delocalized CH introduces an error – which we here
designates as the delocalization error – found to be associ-
ated to the number of delocalization sites,12 as relates to early
studies on the core-hole screening effects for atoms.13 The
relaxation effects were there shown to be quadratic with the
change in shielding constant, and thus inversely proportional
to the number of sites. Studies on delocalization errors have
been conducted for ionization energies,12,14 potential energy
surfaces,4 X-ray Raman scattering,15 and resonant inelastic
X-ray scattering,16 to name a few. The behaviour of the delo-
calization error in HF compared to DFT has been noted, with
the error typically having opposite sign.17 A number of mea-
sures to remove the error have been proposed and include
the above mentioned linear combination of localized solu-
tions,1 the use of high-level wave function theory,5,6 as well
as tailoring various specialized methodologies. For example,
a Z +Q model has been formulated to replace the Z + 1 (or
equivalent core) approximation for cases where the CH is de-
localized.18 Furthermore, CH localization has been analyzed
for the static-exchange (STEX) approximation description of
inner-shell photoionization.19

The issue of CH localization has also been discussed in
the context of double core-hole (DCH) spectroscopy and
other multi-electron processes. Here, the creation of core-
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holes at different atomic sites typically yields superior sen-
sitivity to the local chemical environment when compared to
single core-hole approaches. In this context, CH localiza-
tion/delocalization may have an even stronger influence than
in single core-hole spectra, as discussed in a seminal article by
Cederbaum et al.20 If a delocalized scheme is used, the corre-
lation effects become substantial and need to be accounted for.
A localized approach is thus the more common way of con-
sidering DCH processes.21–23 Considering multi-ionized N2,
it has been noted that the difference between a localized and a
delocalized picture depends on the number of holes created —
with an even number of holes the difference is close to zero,
but for uneven number of holes it becomes substantial.24

In this work, we investigate the influence of CH delocaliza-
tion for a number of X-ray spectroscopies, as modeled using
several different methods. In recent years, illustrations on the
practical impact of using a delocalized CH have been shown
for, e.g., single and double core hole X-ray emission spec-
troscopy,23,25 and core-excitation calculations with restricted
open-shell DFT.26 We here seek to provide a more systematic
overview of where CH delocalization errors occur, as well an
analysis of the involved terms. Importantly, focus will not
only be on absolute energies, but also on relative energies and
intensities. Related, the impact of near-degeneracies for non-
equivalent sites when considering XAS is also addressed, with
focus on approaches in which each symmetrically equivalent
set of atomic sites is considered individually in order to de-
crease computational costs. This type of approach has been
successfully applied for, e.g., CVS-ADC,27,28 and we here go
into more detail into its potential pitfalls.

II. THEORY AND METHODS

This section includes a brief overview of the methods
considered in this article, whereas a more extensive discus-
sions on modeling X-ray spectroscopies can be found in, e.g.,
Ref. 29.

A. Converging a core-hole state

When constructing a CH reference state, some constraint
has to be imposed in order to ensure that the SCF optimiza-
tion does not collapse into a valence-ionized state. One of the
approaches which can be used to achieve this is the maximum
overlap method (MOM).30,31 In MOM, the wave function is
optimized with overlap to previous iterations in mind, rather
than from energetic arguments. With this non-Aufbau proce-
dure, core-holes and other energetically unstable wave func-
tions can be constructed. Alternative approaches of forming
a CH reference state are available, including the initial max-
imum overlap method (IMOM),32 state-targeted energy pro-
jection (STEP),33 and square gradient minimization (SGM).34

Core-hole states constructed this way can be used to estimate
ionization energies (IE:s) via the ∆SCF approach, i.e. from
the difference in energy between the ground state and a core-
ionized state. ∆MP/∆CC IE:s can be obtained in a similar way

by using these neutral and core-ionized states as the reference
for an MP/CC calculation.

B. Transition potential DFT

Besides the calculation of core-ionization energies and as
an initial state of X-ray emission calculations, core-holes can
also be used to include the relaxation effects involved in X-ray
absorption spectroscopy (XAS). One example is Slater’s tran-
sition state method which models relaxation by considering
a half-empty core orbital in combination with the addition of
half an electron to each probed unoccupied MO.35,36 The to-
tal spectrum is then constructed by calculating orbital energy
differences and transition matrix elements, but the approach
requires one explicit calculation for each final state. A further
simplification of the method is to relax the electronic struc-
ture in the presence of a partial core-hole, constructing the full
spectrum from a single Hamiltonian. Within a DFT frame-
work, this approach constitutes the transition potential DFT
(TP-DFT) method,37,38 which commonly employs a half core
hole (HCH), although other occupations are also used.39,40 By
introducing a shift such that the eigenvalue of the core level
is equal to the calculated IE, TP-DFT provides XAS spectra
that compare well to experiment in many cases,37,38,41 albeit
with some occasional difficulties in sufficiently capturing re-
laxation effects,39 and relatively large spread in relative ener-
gies.28 More recent developments related to this method in-
clude the combination of the TP-DFT philosophy with cou-
pled cluster, yielding the transition potential coupled cluster
(TP-CC) method.42

Alternatively, an approach using the energy difference and
transition dipole moments between the ground state molec-
ular orbitals has been used, with good relative agreement to
experiment.43,44

C. Linear response methods

In spite of successful application to large molecules45–47

and extended systems,48–50 TP-DFT is essentially a ground
state theory for XAS. A different approach is to use the equa-
tion of motion describing the linear response of the elec-
tron system to an applied electromagnetic field.51 In time-
dependent HF (TDHF) and time-dependent DFT (TDDFT)
this is achieved through the random phase approximation
(RPA) equation.52,53 Computational costs can be lowered by
using the Tamm–Dancoff approximation (TDA),54 which for
TDHF becomes equivalent to configuration interaction sin-
gles (CIS).53 In TDDFT, the approximate nature of the ex-
change and correlation (xc) functional leads to self-interaction
errors (SIE)29,55–57 that are exacerbated in the case of core-
excitations (due to the high densities in the core region).
This has spurred the design of a plethora of tailored xc-
functionals,29,56,58 which can yield improved absolute ener-
gies, but not necessarily improved relative energies.28

Among correlated ab initio methods for excited states,
of interest here are the algebraic diagrammatic construction
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(ADC) scheme for the polarization propagator, and coupled
cluster (CC) theory. In ADC, the polarization propagator
is expanded in a perturbation series, where the poles and
residues of its spectral representation correspond to excitation
energies and transition amplitudes, respectively.59–63 The hi-
erarchy of ADC methods is obtained by truncating the per-
turbation expansion at desired order, with efficient imple-
mentations available for ADC(1), ADC(2), ADC(2)-x, and
ADC(3/2). Note that ADC(1) is equivalent to CIS in terms
of transition energies. An alternative hierarchy of post-HF
methods is available through the coupled cluster (CC) ap-
proach, which can be considered either in an equation-of-
motion (EOM)64,65 or linear response (LR)66–68 formalism.
For XAS, ADC(2)-x and (EOM-)CCSD have been shown to
yield good agreement to experiment,28,69,70 while for X-ray
emission spectra good absolute agreement with experiments is
provided by ADC(2) and EOM-CCSD (with ADC(2)-x yield-
ing good relative features).56,71–73

When calculating X-ray absorption spectra, a flavour of the
core-valence separation (CVS) approximation must typically
be applied.29,69,70,74–78 CVS avoids the convergence of a great
manifold of valence-excited and valence-ionized states by uti-
lizing the fact that the coupling between core- and valence-
excited states is small, motivating the decoupling of core-
excitations from the total manifold. The precise implementa-
tion of this scheme varies between electronic structure meth-
ods and software packages. For the K-edge, the error asso-
ciated to the CVS approximation in TDHF and TDDFT has
been shown to be negligible, while in post-HF methods it
has been shown to be small and stable over different com-
pounds.76,77,79,80

When it comes to X-ray emission spectra, they involve the
use of a core-hole reference state for which the valence-to-
core transitions occur as the first (negative) eigenvalues.56,71,72

XES calculations have successfully been performed using
TDDFT,56,81,82 EOM-CCSD,56,71,81 and ADC,72,73 where we
note that the relaxation (and thus the performance of differ-
ent methods) is markedly different compared to that of core-
excitation processes.72

III. COMPUTATIONAL DETAILS

The molecular geometries were optimized at the frozen-
core MP283/cc-pVTZ84 level of theory, using the Q-Chem
5.2 program.85 Property calculations were performed using
cc-pVDZ for hydrogen atoms, and aug-cc-pCVTZ for the
remaining elements. Core-holes were localized by apply-
ing effective core potentials (ECP:s) of the Stuttgart–Cologne
type86 for all save one atomic site of an investigated element,
or in some cases (Figs. 5 and 7) by using a distorted struc-
ture. For the delocalized core-hole calculations, the maximum
overlap method (MOM)30,31 was used to obtain a core-hole
with the same symmetry as that of the corresponding ground
state core orbital. The smallest absolute values of the MP2 en-
ergy denominator for the ethene core-holes were seen to be∼1
Hartree, and numerical instabilities due to near-singularities
are thus not present for these calculations.73 The PBE87,88

exchange-correlation functional was used for the DFT calcu-
lations, unless otherwise stated. Convolution of the calculated
energies and intensities was performed using a Lorentzian
function of 0.25 eV half-width at half maximum (HWHM)
to facilitate the analysis and comparison of the spectra.

The TDDFT and ADC calculations were carried out in Q-
Chem 5.2,85 with the restricted energy-window and CVS75,89

approaches being applied when computing X-ray absorption
spectra. Calculations using tailored CVS spaces were run us-
ing the adcc software package,27 with SCF results obtained
from pyscf.90,91 The TDA was applied for TDDFT calcula-
tions of emission spectra.

An in-house modified version of the psiXAS plugin mod-
ule92 of psi493 was used for TP-DFT and ground state DFT
calculations. For XAS calculations in the TP-DFT framework,
the half core-hole (HCH) approximation was used, without
any additional shifts in energy. In order to perform XES cal-
culations, we have modified the psiXAS module to also al-
low the computation of transition dipole moment integrals be-
tween the core-hole state and occupied orbitals (rather than
unoccupied orbitals as required by core-excitation calcula-
tions). This modification was also used to determine the tran-
sition dipole moments between ground state orbitals, which
together with MO energy differences yields spectra within
ground state (GS) DFT.

IV. RESULTS AND DISCUSSION

We first illustrate the effects of core-hole delocalization in
XAS, XES, and IE/XPS calculations. The influence of var-
ious xc-functionals, probed element, and system size is then
discussed, followed by a breakdown of energy contributions in
DFT. The impact of electron correlation in a post-HF frame-
work is then considered, together with some general recom-
mendations for calculations involving explicit core-holes. Fi-
nally, we consider the use of a tailored CVS space, including
cases of fully symmetric atomic sites, near-degeneracy, and
localized core-orbitals.

A. Influence of core-hole delocalization

The effects of using localized or delocalized CH:s are il-
lustrated Fig. 1, considering X-ray absorption and emission
spectra using five different methods. In the case of XAS, a de-
localized CH yields the same spectra for all methods save TP-
DFT, for which a static shift of 8.39 eV is introduced. Only
minor differences in relative spectrum features are noted fol-
lowing this energy shift. The difference in transition energies
is due to the use of an explicit (fractional) core-hole in TP-
DFT, something which is not present for the other approaches.
Comparing to experimental measurements, the 1s→ π∗ peak
is situated at 284.7 eV,94 which is close to the localized results.

For XES, significant differences in both absolute energies
and relative features are noted for all methods except using
DFT ground state MOs, which is the only approach not us-
ing an explicit CH reference state. The largest differences in
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FIG. 1. X-ray absorption (left) and X-ray emission (right) spectra
of ethene calculated at different levels of theory, using a localized
(blue) or delocalized (red) core-hole. Where necessary, delocalized
CH spectra have been shifted to align with the corresponding local-
ized CH spectrum, using rigid shifts in energy.

both absolute and relative features are observed for TDDFT
and ADC(1), as these methods do not include the highly in-
fluential relaxation effects involved in core properties — the
difference observed between a localized and a delocalized CH
is ultimately a consequence of the improper treatment of elec-
tron correlation and orbital relaxation.2

The distinction between electron correlation and relaxation
is somewhat arbitrary,3,95 with relaxation for core properties
often being included through electron correlation.28,29,96 Still,
the distinction can be helpful for analysis, and in Fig. 2 we use

these designations in order to better illustrate the various con-
tributions for calculations using HF and DFT. Included here
are results for IE:s, and one feature each of XES and XAS,
as compared to reference calculations using CCSD(T). The
reference calculations are all performed considering different
HF reference states (neutral ground state, core-ionized, neu-
tral core- and valence-excited), while the XES/XAS results
for HF and DFT have been obtained within the Tamm-Dancoff
approximation. For the CCSD(T) reference calculations, it is
clear that the use of a localized or delocalized CH yields very
similar results, with ionization or transition energies varying
by 0.40− 0.54 eV (larger for a delocalized CH). This is pri-
marily a result of CCSD(T) still lacking some electron corre-
lation, with minor contributions also stemming from the use
of ECP:s when localizing the CH. Note that the CCSD(T) cal-
culations of the final state in XAS is not spin-pure, but the
resulting energies are similar to those obtained by, e.g., CVS-
ADC(2)-x or CVS-EOM-CCSD, and are thus expected to be
reasonably good.

Moving to the HF results, approximately 11 eV of corre-
lation energy (Ec) is lacking for the initial states of IE, XAS,
and for the localized description of XES. For the final states,
there is generally a lack of both relaxation and correlation
(Erc), although for the ∆HF calculations of IE:s the relax-
ation can, potentially, be accounted for separately (yielding
Er). This is seen for the localized CH, where a lowering in
final state energy of 15.26 eV is achieved when compared to
that obtained using Koopmans’ theorem (dashed lines). Only
approximately half of this relaxation energy (7.38 eV) is re-
trieved if a delocalized CH is used, yielding a remaining 19.77
eV Erc, and an overestimation of the final ionization energy of
about 7 eV. This partial relaxation (Er’) is in line with pre-
vious observation, where the factor one half comes from the
relation of relaxation for a localized CH being analogous to
correlation and relaxation of a delocalized CH, and the intro-
duced discrepancy being inversely proportional to the num-
ber of delocalization sites.3,12,13 For XES, the final state lacks
both relaxation and correlation (when using TDHF—for ∆HF
the situation would be closer to that of IE:s), and is thus further
from the CCSD(T) reference than the ∼11 eV Ec of most ini-
tial states. For a localized CH, the energy difference between
the initial and final state is thus too low, and the emission en-
ergy is approximately 10 eV lower compared to CCSD(T).
For a delocalized CH the situation is quite different: the ini-
tial state has only partial relaxation accounted for (Er’), and
is thus 19.77 eV above the reference energy. The final state
again lacks Erc, but this is in total smaller than for a localized
CH due to the use of a poorer (and thus more GS-like) initial
state. The resulting emission energy therefore overestimates
the reference values by almost 6 eV, yielding a large discrep-
ancy when compared to the localized description. For XAS,
no explicit core-hole is used, and the localized and delocalized
results are thus very similar, both featuring an overestimation
in transition energy of approximately 9 eV, due to the unre-
laxed (and thus high-energy) final state.

Moving to the DFT results with a hybrid xc-functional
(25% HF exchange), the situation is a bit different on account
of the (partial) inclusion of correlation, as well as the presence
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FIG. 2. Initial and final state energies for carbon 1s ionization en-
ergy (IE), highest feature of the X-ray emission spectrum (XES),
and lowest feature of the X-ray absorption spectrum (XAS), as ob-
tained for ethene using a localized or delocalized core-hole. Refer-
ence CCSD(T) results shown in black, and HF and PBE0 results in
blue and red, respectively, including resulting ionization and transi-
tion energies For IE:s, the binding energy from Koopmans’ theorem
is also shown (dashed lines). Right side of horizontal lines showing
discrepancy of HF results compared to CCSD(T) values (or HF val-
ues for binding energies from Koopmans’ theorem), which is associ-
ated with lacking correlation (Ec), relaxation (Er), partial relaxation
(Er′ ), and combined relaxation and correlation (Erc). All energies are
expressed in eV.

of self-interaction errors (SIE:s).29,55–57 The SIE:s will gener-
ally decontract high-density orbitals, and will partially cancel
out the effects of lacking relaxation. This is most clearly seen
for XAS, where we obtain identical results with a localized or
delocalized CH, both underestimating the CCSD(T) reference
by almost 10 eV (despite the initial state energy being very
close to that of CCSD(T)). For IE:s, the localized CH leads to
results well in line with the reference, while the delocalized
CH lowers the total IE by about 2 eV. This difference when
compared to HF will discussed more below. Finally, for XES,
DFT yields a too large energy difference between the initial
and final states in both the localized and delocalized cases,
thus resulting in emission energies which are too high. As

the initial state is a bit too low for a delocalized CH, the final
emission energy is here actually closer to reference.

B. Dependence on element, exchange-correlation functional,
and system size

Considering the dependence of the delocalization error
(here defined as the difference to a localized CH), with probed
atom type and xc-functional, Fig. 3 shows the size of this error
for different elements and functionals. The left panel shows
the IE discrepancy as a function of Z, considering ethene,
N2, O2, and F2. HF and the PBE functional with varying
levels of HF exchange both show an increasing IE discrep-
ancy as Z increases. This simply reflects the increasing re-
laxation effect and SIE of heavier elements. Focusing on the
IE of ethene, the right panel shows the delocalization error of
a number of different xc-functionals, grouped into four main
categories. For global and range-separated GGA:s the relation
between the delocalization error and amount of HF exchange
is clear, showing a linear behaviour with increasing HF ex-
change. This points to the HF exchange parameter being the
most influential factor to consider when analysing the perfor-
mance of DFT for CH delocalization, as will be discussed fur-
ther below. By comparison, for global and range-separated
meta-GGA:s there are some clear outliers, although the gen-
eral trend is in line with the GGA:s. The outliers are primarily
meta-GGA:s with exchange coefficients that sum up to more
than one, with M06-HF, MN15, and MN12-SX deviating the
most from the otherwise linear behaviour.

Another parameter which plays a role in the absolute value
of the delocalization error is the size of the system over which
the CH is delocalized. This is illustrated in Fig. 4, where
the IE error for ethene and cycloalkanes of increasing size
is shown as a function of the inverse number of atomic sites
over which the CH is delocalized. The IE:s were calculated
for the core MOs which are delocalized over the entire cy-
cloalkanes. Irrespective of the amount of HF exchange in-
cluded in the functional, the delocalization error increases in
absolute value with increasing the number of sites (N). Rep-
resented as a function of 1/N, the behaviour is almost linear,
as expected.12,13 Note that what is important is not the actual
system size, but rather the number of involved atomic sites.

C. Energy breakdown within HF and DFT

To further analyze the behaviour of the delocalization error
in HF and DFT, we decompose the different terms involved in
calculating the IE, as a function of amount of HF exchange.
In ∆SCF, the IE is calculated as the total energy difference
between a core-ionized (ECH) state and the ground state (EGS):

IE = ECH−EGS . (1)

Or, decomposed into the one-electron contribution stemming
from the Core-Hamiltonian (EH), Coulomb (EJ), HF exchange
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FIG. 3. Left: IE delocalization error as a function of atomic number, obtained using the ∆SCF approach. DFT results obtained using the PBE
functional with different amounts of HF exchange. Right: IE delocalization error of ethene, shown as a function of the amount of (short-range)
HF exchange. Results obtained using hybrid GGA (light blue), meta-GGA (dark blue), range-separated GGA (orange), and range-separated
meta-GGA (red) xc-functionals, with HF result shown as a black star.

FIG. 4. IE delocalization error as a function of 1/N, where N is the
number of sites over which the core-hole is delocalized. The delo-
calized core-hole corresponds to the fully delocalized C 1s bonding
orbital in cycloalkanes of increasing size from ethene to cyclohex-
ane. Differences obtained using various amounts of HF exchange
included in a PBE-based functional are shown in different colors.
The dotted lines are obtained by linear regression, with correspond-
ing coefficients of determination.

(EK), and DFT exchange and correlation (EDFT):

IE =(ECH
H −EGS

H )+(ECH
J −EGS

J )+(ECH
K −EGS

K )

+(ECH
DFT−EGS

DFT), (2)

where individual components are defined as:

EH = ∑
i
〈i|ĥ|i〉 , (3)

EJ =
1
2 ∑

i, j
〈i j|i j〉 , (4)

EK =−α
1
2 ∑

i, j
〈i j| ji〉 , (5)

EDFT = (1−α)
∫

f (n(r),∇n(r))dr. (6)

Here i, j are occupied orbital indices, |i〉 are spin-orbitals, ĥ is
the Core-Hamiltonian operator, and the summation is over all
occupied orbitals. The amount of HF exchange is given as α ,
f is a generic GGA functional of the electron density (n), and
its gradient (∇n). The electron density, n(r), is obtained by
representing the density matrix (P = {Pµν}) on a grid:

Pµν = ∑
i

CµiCν i, (7)

where {Cµi} are the MO coefficients. By restricting the sum-
mations in Eqs. (3)–(7) to core orbitals, core-electron contri-
butions can be separated out:

Ecore
H = ∑

I
〈I|ĥ|I〉 , (8)

Ecore
J = ∑

I, j
〈I j|I j〉 , , (9)

Ecore
K =−α ∑

I, j
〈I j| jI〉 . (10)

where I are occupied core orbitals, and j are generic occu-
pied orbitals (including core). In the case of DFT exchange-
correlation, the core orbital contribution can be computed by
determining the electron density required in Eq. (6) based on
a density matrix constructed using only core orbitals:

Pcore
µν = ∑

I
CµICνI . (11)
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For the exchange energy, we also calculated the core-core
contribution of the β spin channel alone (where β is the spin
channel with the core-hole):

Ecore
K =−α ∑

I,J
〈Iβ Jβ |Jβ Iβ 〉 . (12)

In order to determine these terms for a localized and de-
localized CH, localization using ECP:s will not be useful, as
this will yield very different total energies and number of elec-
trons. Instead, we localize the CH by using an asymmetric
ethene molecule where one of the CH2 groups has CH bonds
stretched by 0.05 Å from the equilibrium value. This distor-
tion is large enough to lift the degeneracy of the core MOs, al-
lowing full localization on the atomic sites, but small enough
not to affect the IE:s significantly. With this, energy differ-
ences (∆E) of the contributions defined in Eqs. (3)–(6), (8)–
(10), and (12) are determined as:

∆E = (ECH
deloc−EGS

deloc)− (ECH
loc −EGS

loc ), (13)

The resulting breakdown in contributions is illustrated in
Fig. 5, as a function of the amount of HF exchange mixed in
a hybrid PBE-based xc-functional. The left panel shows total
components (full lines), as well as those obtained using only
the C 1s core orbitals (dotted lines). All contributions display
a close to linear dependence with respect to the amount of HF
exchange, and we see that the main variation in IE delocal-
ization error is due to the variation in HF exchange and DFT
exchange-correlation. The difference in one-electron energy
is quite small, and the Coulomb energy contributes mainly by
a shift. Importantly, the large variations observed for HF ex-
change and DFT exchange-correlation stem mainly from the
core orbitals, as the corresponding dotted lines lie almost per-
fectly over the total variations. The difference in Coulomb is
also primarily involving the core, although a larger contribu-
tion from the other MOs is present there.

The right panel of Fig. 5 shows the variation in core
Coulomb energy and core DFT exchange-correlation, along-
side the HF exchange contribution of the core β spin chan-
nel (the channel with the CH). It is evident that the behaviour
of the delocalization error stems almost entirely in the core
β channel. Furthermore, if these three energy components
are summed together (black dotted line), the trend in IE er-
ror is almost perfectly captured, demonstrating that the error
behaviour essentially originates due to the inadequate treat-
ment of electron exchange and correlation for the core or-
bitals, specifically in the spin channel where the CH resides.
As such, for high fractions of HF exchange the smaller core
β exchange in the final state when using a more diffuse CH
dominates, leading to positive delocalization errors for frac-
tions above about 0.5. For smaller fractions the less influential
core DFT exchange-correlation energy cannot compensate for
the decreasing HF exchange energy, and the Coulomb term
starts dominating, resulting in delocalization errors smaller
than zero. The stronger core Coulomb contribution for the
localized solution is largely due to the effective charge of the
nuclei changing by one or one-half for the localized and delo-
calized picture, respectively, leading to more substantial den-
sity contractions and resulting Coulomb interactions.

D. Post-Hartree–Fock methods and the influence of electron
correlation

To investigate the influence of electron correlation on the
delocalization error, Fig. 6 reports XPS spectra for ethene at
various post-HF levels of theory, as obtained from total energy
differences. With a localized CH, the resulting IE:s are all
close to the experimental value of 290.7 eV,97 with CCSD(T)
yielding an IE of 290.9 eV (accounting for a relativistic shift
of about 0.1 eV). Using a delocalized CH, much larger devia-
tions are visible, with HF results being about 8 eV too high in
energy. As previously discussed, this is due to a lack of relax-
ation (and, to a smaller extent, correlation), and the agreement
improves significantly once electron correlation is included.
Even so, the variations remains noticeable, with a difference
of 0.5 eV remaining at the CCSD(T) level of theory. As such,
relatively high order in perturbation theory is needed to yield
identical results, and we note that this increases the likelihood
of numerical instabilities due to the use of a non-Aufbau ref-
erence state.73

In order to better understand the influence of electron cor-
relation, Fig. 7 shows a breakdown of the MP2 energy cor-
rections for a localized and delocalized CH. We again use
symmetric and asymmetric structures of ethene, and thus note
that there will be a small error due to this use of different
structures. The total MP2 energy correction is the sum of the
same-spin (ESS) and opposite-spin (EOS) terms, which are cal-
culated as:

ESS =− ∑
i, j,a,b,σ

〈iσ jσ |aσ bσ 〉〈iσ jσ ||aσ bσ 〉
εa + εb− εi− ε j

, (14)

EOS =− ∑
i, j,a,b,σ ,σ ′

〈iσ jσ ′ |aσ bσ ′〉〈iσ jσ ′ |aσ bσ ′〉
εa + εb− εi− ε j

. (15)

Here σ indicates the spin, i and j denote occupied orbitals,
and a and b virtual orbitals. By restricting these summations
over different occupied spaces, the total MP2 correlation en-
ergy can be divided into separate components involving only
valence-occupied orbitals, only core-occupied orbitals, and
mixed core- and valence-occupied orbitals. This can also be
done using frozen core or valence orbitals, with core-valence
contribution being the remaining MP2 energy of the full-space
calculation.98

As seen in Fig. 7, the largest difference lies in the core-
valence correlation contribution of the delocalized CH, which
is about 9 eV larger than the near-zero core-valence contri-
butions of the ground state and localized CH. Looking more
closely at the precise terms, this discrepancy is dominated by
same-spin β and the opposite-spin contribution involving a
core-β orbital. Returning to the results presented and dis-
cussed in connection to Fig. 5, we see that the inconsistent ex-
change energy which is achieved when creating a delocalized
CH is primarily accounted for by correlating the remaining β

orbitals with the valence region, although we note that the dif-
ference in ∆MP2 IE remains relatively large at around 2 eV.
Small additional differences are seen in the valence-valence
and core-core contributions, where in particular the valence-
valence contribution to the delocalized CH is shifted by about
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FIG. 5. Difference in IE energy terms using a localized or delocalized core-hole on ethene, as a function of the amounts of HF exchange
included in a PBE-based hybrid functional. Left: IE difference decomposed into: one-electron contribution (gray), Coulomb (blue), HF
exchange (pink), and DFT exchange and correlation (yellow). The contributions to these energy differences from only the core electrons are
also shown (dotted lines). Right: the IE difference and the main contributions: the HF exchange contribution from the core β electrons (spin
channel with a CH), DFT exchange and correlation of the core levels, and the Coulomb interaction for the core levels.

FIG. 6. X-ray photoelectron spectra of ethene calculated at different
levels of theory, as obtained using a delocalized (red) and localized
(blue) core-hole.

0.8 eV. The core-core contribution of the neutral system is
about 2 eV, which is lowered to 1 eV for a localized CH, or
1.5 eV for a delocalized CH. For a localized CH, this decrease
by one-half is easy to understand, as the same-spin contribu-
tion is close to zero due to the near-zero spatial overlap, and
one out of two (close to equal) opposite-spin contribution dis-
appears when a core-hole is created.

In terms of X-ray emission spectrum calculations, the spec-
tra obtained with a localized and delocalized CH at different
levels of theory are reported in Fig. 8. As seen above, XES is

the spectroscopy most affected by CH localization discussed
here, with both absolute energies and relative energies and in-
tensities being significantly affected. We here see that ADC(1)
shows particularly poor comparison between the two CH lo-
calization schemes, as this method lacks in both relaxation and
correlation. For higher-order ADC and EOM-CCSD, the ab-
solute energy discrepancy is much smaller (0.3−4.1 eV, with
either sign), and the relative features are in better agreement.
Still, the difference remains large, and we recommend using
the localized CH approach for practical calculations.

E. Size of the CVS space

A different context in which core MO localization becomes
important is in the selection of a CVS space for calculating X-
ray absorption spectra. Generally, the core-valence separation
is justified from the observation that the core- and valence-
orbitals are well-separated both spatially and energetically.
Still, there are cases where a CVS space containing only some
of the core MOs and leaving out others of the same atomic
type may be useful. For example, such a tailored CVS space
can be used to lower computational cost, as well as to avoid
state mixing which can make analysis more difficult.27,28 Do-
ing so breaks the energetic argument in CVS, so this tailoring
relies on the coupling between orbitals still being small from
a spatial perspective. This is clearly not the case if MOs de-
localized over different atomic sites are set in separated CVS
spaces, as will now be discussed.

Fig. 9 shows the X-ray absorption spectrum of ethene, as
obtained when using a CVS space consisting of both core
MOs, or tailored spaces containing one MO at a time. Fur-
thermore, results obtained when localizing the core orbitals
with ECP:s are also shown, yielding practically identical re-
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FIG. 7. MP2 energy corrections for the ground state (GS) and core-hole (CH) state of symmetric (delocalized CH) and asymmetric (localized
CH) ethene. The energy corrections have been decomposed into different contributions, categorized by the involved MO levels and spin
components. The opposite spin MP2 correction of the core-valence term has been further divided into contributions involving core α and the
remaining core β orbitals (CH places in β ).

sults as when using the full CVS space. It is clear that using
a CVS space tailored to each core MO at a time introduces an
error in both absolute and relative energies and features. For
ADC(1), the difference in absolute energy is the smallest, as
neither the full nor the tailored calculations include relaxation.
By comparison, the relative features are quite different. The
closest agreement in relative features is present for ADC(2)-x,
which also has the largest absolute energy difference, as well
as being the method which has been shown to perform best
for XAS.28,69

Moving to the more interesting case of non-equivalent
atomic sites, the use of a full or tailored CVS spaces for
cyclopentadiene and furan is illustrated in Fig. 10. Here,
the tailored spectra are constructed by considering separately
each set of (what can be thought to be) MOs of chemically
unique atoms. For furan, the tailored CVS approach works
very well, while for cyclopentadiene this approach clearly
does not work. This is because the C1 and C2 sets of chem-
ically nonequivalent atoms in cyclopentadiene have closer C
1s binding energies, with the corresponding MOs partially de-
localized over all atomic sites.

As such, in order to reduce the computational costs by con-
sidering separate CVS spaces, delocalization over different
sets of symmetry-unique atoms needs to be avoided. This can
be ensured by checking the delocalization of the ground state
MOs, or by using ECP:s and considering each different site
at a time. While using a full CVS space is the approach most
consistent with the original formulation of the core-valence
separation approximation, the use of tailored CVS spaces can
lower computational cost by reducing matrix sizes, as well as
the number of eigenstates needed at a time. The approach thus
has benefits, but some care must be observed.

V. CONCLUSIONS

In summary, we have analyzed the influence of core-hole
(CH) delocalization on X-ray photoionization, X-ray absorp-
tion and X-ray emission spectra calculated at various levels
of theory, including TP-DFT, TDDFT, and the post-HF corre-
lated methods ADC and CC. In cases where an explicit CH is
required in the calculation of a highly symmetric molecule
with chemically equivalent atoms, namely for IE/XPS and
XAS (TP-DFT), or XES (TDDFT, TP-DFT, ADC, CC), the
use of a delocalized core-hole can produce a large error. In
the case of IE/XPS and XAS, the error manifests mainly in
terms of an absolute energy shift. By comparison, XES cal-
culations are sensitive both in terms of absolute energies, as
well as for relative peak positions and intensities. The size
of the CH delocalization error depends on the element (the
larger the atomic number, the larger the error), on the number
of sites over which the CG is delocalized (the more sites, the
larger the error), as well as on the description of exchange and
correlation. The source of the errors are traced back to the
inappropriate treatment of electron correlation and orbital re-
laxation,1–3 where the progressive improvement of correlation
treatment results in the gradual reduction of the error. In the
case of DFT, the error is directly related to the amount of HF
exchange included in the xc-functional, where the improper
description of the exchange interaction between the core or-
bitals with the same spin as the delocalized core-hole consti-
tutes the predominant contribution.

As a best practice, for state-specific calculations which re-
quire an explicit core-hole, the recommendation is to use a
localized core-hole, especially if the system under investiga-
tion has a high degree of symmetry. This can be done by, e.g.,
using ECP:s for all atoms of the same type save the probed
one. Moreover, care must be given to calculations which in-
volve tailored CVS spaces. In this case, all nearly degenerate
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FIG. 8. X-ray emission spectra of ethene calculated with a local-
ized (blue) and delocalized (red) core-hole, as obtained using EOM-
CCSD and with the ADC hierarchy. Delocalized CH results are
shifted in energy such that the high-energy features overlap.

core orbitals must be included in the same CVS space to avoid
errors, or ECP:s can again be used.
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