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Abstract 
 

Molecular photoswitches permit using light to control protein activity with high spatiotemporal 

resolutions, thereby alleviating the side effects of conventional chemotherapy. However, due to 

the challenges in probing ultrafast photoisomerization reactions in biological environments, it 

remains elusive how the protein influences the photochemistry of the photoswitches, which 

hampers the rational design of light-regulated therapeutics. To overcome this challenge, we 

employed first-principles non-adiabatic dynamics simulations to characterize the photodynamics 

of the phototrexate (PTX), a recently developed photoswitchable anticancer chemotherapeutic that 

reversibly inhibits its target enzyme dihydrofolate reductase (DHFR). Our simulations show that 

the protein environment impedes the trans to cis photoisomerization of the PTX. The confinement 

in the ligand-binding cavity slows down the isomerization kinetics and quantum yield of the 

photoswitch by reshaping its conical intersection, increasing its excited-state free energy barrier, 

and quenching its local density fluctuations. Therefore, we predict that the PTX’s transàcis 

photoisomerization in solution precedes its binding with the protein, despite the favorable binding 

energy of the trans isomer. Our findings highlight the importance of the protein environment on 

the photochemical reactions of the molecular photoswitches. As such, our work represents an 

important step towards the rational design of light-regulated drugs in photopharmacology. 
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Introduction 

Reversible, spatial and temporal control over protein’s structure and function through non-native 

small molecules have significant implications in minimizing the side effects of chemotherapy.1-5 

Compared to traditional chemical tools, molecular photoswitches are unsurpassed in their ability 

to achieve this goal via light-controlled isomerization reactions (Figure 1), making them promising 

light-regulated drugs.3, 6-13 As such, the design and synthesis of novel molecular photoswitches has 

led to the rapid expansion of the field of photopharmacology.3, 6-13 For example, the dihydrofolate 

reductase (DHFR) has been an essential drug target to treat cancer because its inhibition interrupts 

the folate metabolism and leads to the death of cancer cells.14 Methotrexate (MTX) is an effective 

inhibitor of DHFR and thus a widely prescribed chemotherapeutic drug to treat cancer. However, 

the ubiquity of the DHFR in healthy cells often leads to severe side effects of MTX such as nausea, 

joint pain, vomiting and diarrhea. Therefore, to alleviate the side effect of chemotherapy, there is 

an urgent need to design new DHFR inhibitors with minimal side effects. The molecular 

photoswitch phototrexate (PTX) was recently designed as a photochromic analog of the MTX.13 

The trans isomer of the PTX has a lower binding affinity with the DHFR than its cis isomer, and 

therefore the transàcis photoisomerization promotes the binding of the ligand with the protein. 

Thus, the PTX can reversibly inhibit the DHFR enzyme with high spatial-temporal precision under 

the control of light (Figure 1),13 which can mitigate its side effect compared to the MTX. 
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Figure 1. (A) The photoisomerization between the cis and trans PTX enables reversible inhibition 

of the DHFR under different wavelengths of light. (B) The key atoms that define the essential 

torsional modes in the photoisomerization are labeled in the chemical structures of the cis and 
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trans PTX. (C) Simulation setup for the trans PTX (red licorice) bound to the DHFR (green 

ribbons) solvated in the water (red dots).  

 

Despite the molecular photoswitches’ successful applications in photopharmacology, their design 

often involves expensive trial-and-error experiments.13 Therefore, the rational design of more 

effective photoswitchable drugs is necessary. However, several fundamental questions remain 

unanswered regarding the interactions among the protein, the photoswitchable ligand and the light. 

For example, it was reported that the trans PTX’s binding affinity with the DHFR is only slightly 

less favorable than the cis PTX (-9.3 kcal/mol vs. -10.8 kcal/mol).13 The non-negligible binding 

affinity of the trans PTX raises a critical question: does the trans isomer first bind with the protein 

and then undergo the transàcis photoisomerization, or is the reverse sequence of events more 

probable? Additionally, it remains unclear how the protein environment affects the 

photoisomerization kinetics and quantum yield (QY) of the photoswitches. Answering these 

questions at molecular-level detail is crucial to the successful design of next-generation light-

activatable drugs for cancer treatment.  

 

Molecular simulation is indispensable to achieving this goal because it can reveal the energetics 

and kinetics of biochemical reactions at atomistic-level detail, which is often beyond the limit of 

current experimental techniques. However, it is challenging to use computational methods to study 

photochemical reactions in proteins. Firstly, traditional classical dynamics cannot describe the 

non-adiabaticity of photodynamics involving population transfer among different electronic states. 

Hence, accurate non-adiabatic dynamics methods are necessary to propagate the coupled nuclear 

and electronic degrees of freedom according to the time-dependent Schrödinger’s equation. 
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However, such simulations often demand expensive computational costs. Secondly, the accuracy 

of non-adiabatic dynamics simulations also depends on the calculations of the potential energy 

surfaces (PES) and non-adiabatic couplings (NAC) of the electronic states, and it is essential to 

employ first-principles electronic structure methods that include both static and dynamic 

correlations.15-16 However, most first-principles electronic structure methods fulfilling these 

requirements are usually too expensive to afford “on-the-fly” non-adiabatic dynamics simulations. 

These computational challenges result in a general lack of understanding of how the confinement 

imposed by the biomolecules impacts the photodynamics of molecular photoswitches.  

 

As a first step to overcome these challenges, in this work, we employed first-principles non-

adiabatic dynamics simulations to probe the effect of protein-ligand interactions on the transàcis 

photoisomerization of the PTX. The non-adiabatic molecular dynamics simulations were 

performed using the ab initio multiple spawning (AIMS)17-19 algorithm coupled with “on-the-fly” 

first-principles electronic structure calculations using the hole-hole Tamm-Dancoff approximated 

density functional theory (hh-TDA-DFT).15 The hh-TDA-DFT method incorporates both the static 

and dynamic electron correlations that are essential for the accurate description of the PES and 

NACs.15-16, 20 The accuracy of the hh-TDA-DFT method has been systematically benchmarked 

against high-level ab initio calculations and experiments.15, 20-22 The AIMS algorithm is a 

computationally efficient and accurate non-adiabatic dynamics method for evolving the nuclear 

wave-packets on coupled electronic states according to time-dependent Schrödinger’s equation.17-

19 It uses trajectory basis functions (TBF) to represent the evolution of the nuclear wavefunctions, 

which significantly boosts its computational efficiency.17-19 Although a few simulation studies 

have investigated the photodynamics of azobenzene in biological systems,23-25 they employed 



Page 8 of 33 

more approximate simulation methods than the current study. Specifically, the electronic structure 

was treated with either semiempirical methods23-24 or ab initio methods that lack dynamic electron 

correlation.25 In addition, the non-adiabatic dynamics was simulated by the surface-hopping 

method,26 which suffers from the overcoherence issue27 that has not been fully resolved by the 

decoherence corrections without introducing new problems.28-29 By comparison, the combination 

of the hh-TDA-DFT and AIMS methods in the current study offers a more accurate description of 

the photodynamics of the azobenzene-derivatives. These state-of-the-art computational 

approaches enable us to gain deep insights into the effects of the protein environment on the 

photochemical reactions of the molecular photoswitches, which will be discussed in detail below. 

 

Method 

This section details the procedures for (1) system setup and molecular docking simulation; (2) 

classical molecular dynamics (MD) simulation; (3) ground state quantum mechanics/molecular 

mechanics (QM/MM) MD simulation; (4) absorption spectra calculation; (5) AIMS simulation; (6) 

characterization of the minimum energy conical intersections and (7) the excited-state umbrella 

sampling simulations. 

 

System setup and molecular docking simulations 

Starting from the crystal structure of DHFR (PDB code: 1U72)30, the co-crystallized ligands, ions 

and water molecules were first removed. The missing protein hydrogen atoms were added, and the 

partial charges of all protein atoms were assigned based on the Amber ff14SB force field.31-32 To 

prepare the coordinates and partial charges of the ligand PTX, the gas-phase minimum 

corresponding to the trans isomer was first optimized on the ground state using the density 
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functional theory (DFT) with the B3LYP functional.33 At the optimized geometry, the Hartree-

Fock/6-31G* calculations were performed, followed by fitting the partial charges of the PTX using 

the restrained electrostatic potential (RESP)34 approach. Then the Autodock Vina software35 was 

used to identify the binding poses of the trans PTX in the DHFR. The structure with the best score 

in a cluster of top-score structures was selected. The selected trans PTX structure partially overlaps 

with the methotrexate in the crystal structure30 for the functional groups on one side of the N=N 

bond. Then, the protein-ligand complex was solvated in a box of water molecules with a periodic 

boundary condition of ~85 × 91 × 96 Å3 (Figure 1 C). The force field parameters of the PTX were 

generated using the general Amber force field (GAFF) procedure.36-37 The water and protein were 

modeled using the SPF/Fw38 and Amber ff14SB force fields,31-32 respectively.  

In order to probe the effects of the protein on the photodynamics of PTX, an aqueous solution 

simulation system was also constructed by solvating the trans PTX in a box of water molecules, 

resulting in a periodic condition of ~51 × 53 × 59 Å.3 

 

Classical MD equilibration 

The coordinates of the system were first optimized while restraining the heavy atoms of the protein 

and ligand using harmonic potential with 100 kcal/mol/Å2 force constant. Next, the system was 

equilibrated for 10 ps in the constant NVT ensemble at a temperature of 300K, followed by 5 ns 

equilibration in the NPT ensemble at the same temperature and 1 atm pressure, where the force 

constants of the restraints are gradually reduced to zero. Then, 50 ns simulation was performed in 

the constant NPT ensemble without any restraints. The first 10 ns of the trajectory was discarded 

as equilibration, and the last 40 ns of the trajectory was treated as a production run. A Langevin 

thermostat with a friction coefficient of 1 ps-1 and a Monte Carlo barostat with an attempt 
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frequency of 100 steps was used to maintain the temperature and pressure, respectively. A time 

step of 1 fs was used to propagate the dynamics. A 12 Å cutoff was used for non-bonded 

interactions, and electrostatic interactions were calculated using the particle mesh Ewald (PME) 

method. The classical MD simulations of the trans PTX in the aqueous solution followed the same 

procedures as the protein-ligand systems, except that no restraint on the protein was involved. All 

the classical MD simulations were performed with the OPENMM software package.39 

 

Ground state QM/MM dynamics 

Due to the inaccuracies in the force-field description of the PTX ligand, we employed QM/MM 

MD simulations to adjust the geometries of the PTX sampled from the classical MD simulation. 

From the classical MD trajectory, 40 snapshots were extracted evenly with 1 ns time interval. For 

each snapshot, a subsystem with an open boundary condition was created and used as starting 

structures for the QM/MM simulations. This is due to the current limitation of the TeraChem 

software package40-43 in treating the PBC in the QM/MM simulations. The subsystem includes the 

protein, ligand and every water molecule that has at least one atom within 10 Å of any atom in the 

protein-ligand complex. Then, for each subsystem, a QM/MM MD trajectory was initiated and 

propagated on the ground state in the constant NVT ensemble at 300K temperature using a 

Langevin thermostat. Each QM/MM trajectory was propagated for ~7 ps on the ground state with 

a timestep of 0.5 fs. As a result, ~350 ps QM/MM dynamics were propagated in total, which 

originated from 40 ns MM conformational sampling of the ligand-protein complex. The QM 

region included only the PTX, while the MM region included the rest of the system. The QM and 

MM regions were coupled by the electrostatic embedding scheme, where the electronic density of 

the QM atoms interacts with the fixed point charges on the MM atoms. The QM region was treated 
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with B3LYP/6-31G*, and the MM region was treated with the same force fields as described in 

the previous sections. The QM/MM simulations for the trans PTX in the aqueous solution were 

also performed following the same procedures. The TERACHEM40-43 interfaced with the OPENMM 

packages39 were used to perform the ground-state QM/MM simulations. 

 

Absorption spectra calculation 

From each of the 40 QM/MM trajectories, snapshots were extracted from the last 5 ps with a time 

interval of 10 fs, resulting in 20,000 snapshots in total. For each snapshot, the excitation energies 

and oscillator strengths for the S0àS1 (nπ*) and S0àS2 (ππ*) transitions were calculated using 

the QM/MM approach with the same partitioning scheme as the MD simulation. The QM region 

was treated with the hh-TDA-DFT method with B3LYP functional and 6-31G* basis set (hh-TDA-

B3LYP/6-31G*), and the MM region with the same force fields as mentioned above. The 

absorption spectra were then calculated following ref 44, and Lorentzian functions were used to 

convolve the cross-section in energy with a full width at half maximum (FWHM) of 0.15 eV.  

 

AIMS simulation 

The PTX’s transàcis isomerization was induced by illumination at 375 nm.13 The wavelength 

corresponds to the S0àS2 (ππ*) initial excitation (“Results and Discussion”). The AIMS 

simulations were prepared accordingly. In particular, 40 initial conditions (ICs, i.e., the initial 

coordinates and momenta of the TBFs’ centroids) were taken from the last snapshots of the 40 

ground-state QM/MM trajectories. According to our calculated absorption spectra (Figure 2), the 

TBFs were initially placed on the S2 state. The TBFs were then propagated and spawned according 

to the full multiple spawning (FMS) algorithm.17-19 The quantities required for the FMS simulation, 
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such as energies, gradients and non-adiabatic couplings of the S0, S1 and S2 states, were calculated 

on the fly using the hh-TDA-B3LYP/6-31G* method. Stochastic-Selection AIMS (SS-AIMS) 

method45 was employed to speed up the simulation while maintaining accuracy.28 The TBF overlap 

threshold to trigger stochastic selection was set to ~10-3.21 In the SS-AIMS simulations, three 

reruns with different random seeds were performed for each IC. For each IC, the simulation was 

terminated after more than 95% of the TBFs’ population had decayed to the ground state or when 

the simulation time had reached 5 ps. The S1 and S2 states’ relaxation time constants (𝜏!! and 𝜏!") 

were fitted using the following first-order kinetics model: 

 

𝑃!"(𝑡) = exp*−
𝑡
𝜏!"
, Eq 1 

𝑃!!(𝑡) =
𝜏!!

𝜏!! − 𝜏!"
-exp *−

𝑡
𝜏!!
, − exp*−

𝑡
𝜏!"
,. Eq 2 

 

The photoisomerization QY was calculated based on the centroid geometries and populations of 

the ground state TBFs. In particular, each ground state TBFs was propagated for ~100 fs after it 

was decoupled from the S1 state. The decoupling was defined as when the dot product of the 

centroid’s velocity with the S1/S0 derivative coupling vector decreased below 0.01 a.u. Then, the 

centroids of the TBFs were minimized on the ground state. If the absolute value of the final C2-

N3=N4-C5 torsion angle (Figure 1 B) was below 15°, the population of this TBF was assigned to 

cis isomer. If the torsion angle is between 165° and 195°, the population was assigned to trans 

isomer. The QY for the transàcis isomerization was defined as the ratio of the total population of 

the cis isomer to the total population of all ground state TBFs. For the SS-AIMS simulations, the 
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QYs were averaged over three reruns. The error bars in the QYs were obtained by bootstrapping 

over 1000 random samples with replacement.  

The AIMS simulations were performed using the FMS90 code interfaced with the 

TERACHEM/OPENMM software packages.39-43  

 

Characterization of the minimum energy conical intersections (CI) 

In the AIMS simulations of the DHFR and aqueous solution systems, for each ground state TBF 

successfully spawned through a reactive S0/S1 CI (see “Result and Discussion” for definition), the 

minimum energy conical intersections (MECI) were searched starting from the spawning geometry. 

During the CI optimization, the atoms that were more than 4 Å away from the PTX were kept 

frozen. Then, the following quantities of the MECI were calculated following the definition 

introduced by Yarkony:46 

𝐠 =
1
2 (
𝜕𝐸"
𝜕𝐑 −

𝜕𝐸#
𝜕𝐑 ) 

Eq 3 

𝐡 = 6𝜙"8
𝜕𝐻
𝜕𝐑 8𝜙#: 

Eq 4 

𝐬 =
1
2 (
𝜕𝐸"
𝜕𝐑 +

𝜕𝐸#
𝜕𝐑 ) 

Eq 5 

𝑠$ =
𝐬 ∙ 𝐠
𝑔%  Eq 6 

𝑠& =
𝐬 ∙ 𝐡
ℎ%  Eq 7 

The 𝐸"  and 𝐸#  are the potential energies of the S1 and S0 states, respectively. The 𝐠  is the 

difference of the gradient vectors of the two states. The 𝐡 is the non-adiabatic coupling vector 

between the two states, and because the mixing of the two electronic wavefunctions (𝜙" and 𝜙#) 

is arbitrary at the CI, the 𝐠 and 𝐡 can be constructed as orthogonal vectors, with 𝑔 and ℎ denoting 
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their lengths. These two vectors span the branching plane of the MECI, meaning that 

displacements from the MECI along these two vectors lifts the energy degeneracy of the two states 

(Figure 5). The s is the seam vector describing the topography, and the 𝑠$ and 𝑠& are the scaled 

tilt parameters quantifying the sloped/peaked character along each of the two branching plane 

vectors. The 𝑠$ and 𝑠& are zero for perfectly peaked (hourglass-shaped) CI and are larger for more 

sloped CI along the corresponding branching plane vectors.   

  

Excited-state umbrella sampling simulations 

Umbrella sampling simulations were performed on the S1 state to calculate the free energy surfaces 

(FES) of the PTX in the DHFR and solution, resulting in two one-dimensional potential of mean 

forces (PMFs). The reaction coordinate of the PMF was the central C2-N3=N4-C5 dihedral angle 

(𝜃'(('). For each PMF, ten umbrella windows were placed along the reaction path, with window 

centers ranging from 180° to 90° with a 10° interval, and a harmonic potential with 100 

kcal/mol/radian2
 force constant was imposed on the reaction coordinate for each window. The first 

umbrella window started from the last snapshot of a ground-state QM/MM MD trajectory. The 

initial structure of each window was obtained from the structure of its adjacent window after 

equilibration for ~1 ps. The hh-TDA-B3LYP/Amber method was used to calculate the S1 state 

forces on the atoms on the fly during the umbrella sampling simulations. For each umbrella 

window, the sampling was performed for at least 6 ps. The first 1 ps trajectory was discarded as 

equilibration, and the remaining 5 ps trajectory was treated as the production run. The total excited-

state QM/MM umbrella sampling time was thus 100 ps. The PMFs were calculated by unbiasing 

the distributions of the reaction coordinates using the WHAM algorithm.47-48 The umbrella 
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sampling simulations were performed using the TERACHEM40-43 interfaced with the OPENMM 

packages.39 

 

Results and Discussion 

Excited-state population decay and quantum yield 

In the experiment,13 the transàcis photoisomerization was induced by 375 nm light. Our 

calculated absorption spectrum in the aqueous solution (Figure 2) quantitatively agreed with the 

experiment for the wavelength of maximum absorbance, with a deviation of only 0.06 eV (Figure 

2). The absorption spectrum is dominated by the S0àS2 excitation induced by the πàπ* transition, 

which has much larger oscillator strength than the S0àS1 excitation induced by the nàπ* 

transition. Based on this, we chose the S2 state as the initial electronic state in the AIMS simulation. 

The time evolutions of the excited states’ populations and the relaxation time constants are 

illustrated in Figure 3 and Table 1. The QYs for the photoisomerization in the DHFR and aqueous 

solution are compared in Table 1. It is evident that the transàcis QY is reduced from 0.31 ± 0.05 

in solution to 0.15 ±	0.05 in DHFR. Moreover, the S1 and S2 excited states have longer lifetimes 

in the DHFR than the aqueous solutions (Figure 3 and Table 1). Overall, the above analysis 

indicates that the protein environment impedes the transàcis photoisomerization of the PTX in 

terms of both QY and reaction kinetics.  
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Figure 2. The calculated absorption spectrum (dashed red line) of the trans PTX in the aqueous 

solution agrees well with the experiment (solid blue line). The contributions from the S0àS1 and 

S0àS2 excitations to the calculated spectrum are in green and purple dashed lines, respectively. 

The peaks of the experimental and calculated spectra are labeled by the vertical lines. The 

experimental and calculated wavelengths of maximum absorption for the S0àS2 excitation are 

386.7 nm (3.21 eV) and 393.6 nm (3.15 eV), respectively.  
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Figure 3. The excited-state population decay as a function of time for the transàcis isomerization 

of the PTX following the S2 (ππ*) excitation. The blue and red curves indicate the results for the 

PTX in the DHFR and aqueous solution, respectively. The relaxation time constants of the excited 

states (𝜏!! and 𝜏!") are labeled in the parentheses. The protein environment has a pronounced effect 

in slowing down the kinetics of the transàcis isomerization.  

 

Table 1. The isomerization QY, the excited-state lifetimes, the average and variance of the PTX’s 

contact number (Eq 8) for the transàcis photoisomerization after the S2 excitation in the DHFR 

and aqueous solution. All quantities are averaged over 40 ICs.   

Quantities Solution DHFR 

QY 0.31 ± 0.05 0.15 ±	0.05 

𝜏!! 3.0 ± 0.7 ps 5.0 ± 1.2 ps 

𝜏!" 0.11 ± 0.03 ps 0.23 ± 0.05 ps 

𝑁E 148 ±	1 134 ±	1 

𝜎(%GGGG 119 ± 5 73 ± 5 
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Origin of the reduced isomerization quantum yield in the DHFR 

In order to understand the origin of the lowered QY in the DHFR, we categorized the S1àS0 non-

radiative decay by the type of the S0/S1 conical intersection (CI) through which the population 

transfer occurs (Figure 4). Similar to the azobenzene’s photodynamics,15, 20-21 the PTX’s S1 state 

population can decay to the S0 state through either the unreactive or reactive S0/S1 CIs (Figure 4 

C&D), which belong to the same crossing seam.49-51 The unreactive CI features a near planar 

geometry with the central C2-N3=N4-C5 dihedral angle (𝜃'((') close to 180° and large C2-N3=N4 

and N3=N4-C5 bending angles (𝛼'((  and 𝛼((' ) beyond 140° (Figure 4 C). The non-radiative 

decay through this type of CI exclusively generates the trans isomer because there is no rotation 

around the 𝜃'((' . In contrast, the reactive CI features a near perpendicular geometry with the 

𝜃'(('  close to 90° (Figure 4 D). The non-radiative decay through this type of CI will have some 

possibility to successfully generate the cis isomer product due to the rotation of the 𝜃'((' . The 

unreactive CI is energetically higher than the reactive CI by 0.78 eV in the vacuum. As a result, 

the former can only be accessed in the initial stage of the photodynamics when the high kinetic 

energy released from the S2àS1 relaxation has not been fully dissipated to the environment.21 

Thus, the S1àS0 decay through the reactive CI on average occurs at a longer timescale than the 

unreactive CI (1.9 ± 0.2 ps vs. 0.9 ± 0.1 ps in DHFR and 2.2 ± 0.2 ps vs. 0.4 ± 0.1 ps in solution, 

estimated from AIMS simulations up to 5 ps). Indeed, after 2.5 ps of photoexcitation, the S1àS0 

decay is exclusively through the reactive CI.  

Our population transfer analysis (Figure 4 A & B) indicates that the molecular environment around 

the PTX impacts the cis:trans branching ratio after the system decays through the reactive S0/S1 

CI. Specifically, in the DHFR, ~23% of the population decaying through the reactive CI eventually 

generates the cis isomer, whereas in the aqueous solution, it is ~46%. Thus, the difference in the 
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branching ratio through the reactive S0/S1 CI contributes to the different QYs in these two systems. 

Although our AIMS simulations were not propagated until full depletion of the excited-state 

populations due to resource limitations, the conclusion from the above analysis will not be changed 

much by further extending our simulations. This is because it is reasonable to assume that for each 

system, after 5 ps, all the remaining S1 populations (50% for DHFR and 24% for aqueous solution) 

will decay through the reactive CI with the same branching ratio as the first 5 ps. Based on this 

assumption, we estimate that the final QY will be 0.19 and 0.35 in the DHFR and the aqueous 

solution, respectively, which confirms our observation that a lower branching ratio of the reactive 

CI leads to a reduced QY in the DHFR as compared to the aqueous solution. 
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Figure 4. (A, B) Decomposition of population decay through the unreactive and reactive S0/S1 CIs 

for the PTX transàcis photoisomerization following the S2 excitation in the DHFR and aqueous 

solution, respectively. Each circle represents a S0 state TBF, with its location determined by the 

TBF’s centroid geometry at the spawning time, i.e., the larger one of the two C-N=N angles (𝛼'(() 

and the C-N=N-C torsion (𝜃'((' ). The circle is grey if the TBF is spawned through a S1/S0 

unreactive CI (C) and exclusively ends up as the trans isomer. The circle is colored red (blue) if 

the S0 TBF is spawned through a reactive S0/S1 CI (D) and ends up as the cis (trans) isomer. The 
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pie charts in the insets indicate the relative populations of the S0 TBFs in each of the three 

categories. The structures of the unreactive and reactive minimum energy CIs (MECI) were 

optimized in the gas phase and are similar to those encountered in the DHFR and the aqueous 

solution. The uncertainties are estimated as one standard error using bootstrapping with 1000 

samples.   

 

The different branching ratios of the reactive CIs in the DHFR and solution suggest that the protein 

environment shapes the topography of the reactive S0/S1 CI to make it less productive for 

generating the cis isomer. To test this hypothesis, we further characterized the topography of the 

reactive S0/S1 MECIs in the DHFR and the solution (Table 2 and Figure 5). As shown in Table 2, 

the MECIs in the DHFR environment have larger sx on average (Eq 6) than in the aqueous solution. 

The larger sx indicates that the MECIs in the DHFR are more sloped along the g vector than those 

in the aqueous solution. A visual inspection of the MECIs in the two environments (Figure 5) 

confirms such observation. The g vector is approximately in line with the direction of the N=N 

bond rotation (Figure 5 C). The more sloped MECI will generally lead to a reduced QY.52 

Therefore, the DHFR’s protein environment reduces the photoisomerization QY by changing the 

topography of the reactive S0/S1 CI. 
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Figure 5. The topography of the reactive S0/S1 MECI in the (A) DHFR and (B) aqueous solution. 

The protein environment makes the MECI more sloped along the g vector than the aqueous 

solution. (C) and (D): the g and h vectors (black arrows) spanning the CI plane for the reactive 

S0/S1 MECI. The Franck-Condon point is projected on the 2-dimensional CI plane at 0.13 Å and 

0.20 Å along the g and h vectors, respectively.   

 

Origin of the slowdown of isomerization kinetics in the DHFR 

To further understand the effect of the environment on the kinetics of the non-radiative decay, we 

performed umbrella sampling simulations with the hh-TDA-B3LYP/Amber method and 

calculated the S1 state PMFs for the PTX’s isomerization in both the DHFR and the aqueous 

solution (Figure 6). The PMFs were calculated along the rotation of 𝜃'(('  which is key to 

photoisomerization. In the aqueous solution, the rotation around the 𝜃'(('  from the planar 
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geometry (~180°) to the near perpendicular geometry around the CI (~90°) only needs to overcome 

a small free energy barrier of ~0.5 kcal/mol (Figure 6), and the process is exergonic with a ∆𝐺 =

−7.3 kcal/mol. In contrast, in the DHFR, the rotation around the 𝜃'(('  needs to overcome a larger 

barrier of 1.7 kcal/mol, and the process is endergonic with ∆𝐺 = 1.7 kcal/mol (Figure 6). As 

mentioned above, the reactive CI is the major channel for the S1àS0 decay beyond 1 ps. Thus, the 

significant slowdown of the S1 state population decay in the DHFR can be mainly attributed to the 

increased S1 state free energy barrier that impedes the rotation of the 𝜃'((' . 

 

Figure 6. Potential of mean force for the rotation of the 𝜃'(('  on the S1 state in the aqueous 

solution (red) and the DHFR (blue). The protein environment increases the free energy barrier to 

access the reactive S0/S1 CI and slows down the transàcis photoisomerization. The error bars 

were estimated by block averaging analysis of the QM/MM trajectories of the umbrella windows.  
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The slowdown of the isomerization kinetics in the protein can also be understood in terms of the 

PTX’s local density fluctuation, which is characterized by the variance of the PTX’s contact 

number N defined as below:53 

𝑁 =OO
1− P(𝑟)* − 𝑑#)/𝑟#T

+

1 − P(𝑟)* − 𝑑#)/𝑟#T
"%

*∈-)∈.

 Eq 8 

The A and B are the sets of atoms comprising the PTX molecule and the rest of the system, 

respectively. The 𝑟)*  is the distance between a particular pair of atoms from the PTX and its 

environment. The 𝑑# = 2.5 Å and the 𝑟# = 0.5 Å. With these parameters, the N effectively counts 

the number of atoms between 2 to 3 Å around the PTX.53 For each S1 state TBF that encountered 

a reactive S0/S1 CI and successfully spawned the final S0 state TBF (see “Method”), the average 

and variance of N (𝑁E , 𝜎(% ) were calculated for the trajectory of this TBF’s centroid. These 

quantities were averaged over all 40 initial conditions (IC) and summarized in Table 1. It is 

noteworthy that the 𝜎(%GGGG is lower in the DHFR than in water, indicating that the protein scaffold 

reduces the fluctuation of atom density around the PTX. In other words, the protein environment 

imposes more rigid confinement on the PTX than the aqueous solution. Thus, there is a stronger 

caging effect in the DHFR that slows down the PTX’s photoisomerization kinetics, which is 

consistent with our free energy calculations.  

Our conclusions are consistent with the study of Mondal et al.,23 which concludes that the DNA 

double helix significantly slows down the transàcis photoisomerization of the covalently 

incorporated azobenzene. Our conclusions are also in line with the study of Kingsland et al.,53 

which reported a positive correlation between the density fluctuation around the azobenzene and 

its photoisomerization QY in the DNA double helix.53 However, the study in ref 53 was limited to 

the ground-state force field description of the azobenzene’s dynamics. In contrast, we explicitly 
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simulated the non-radiative decay of the excited states using first-principles non-adiabatic 

dynamics simulations. Hence, our data offers a more comprehensive and accurate description of 

the photodynamics of the azobenzene-derived photoswitches and extends the previous findings to 

the protein environment, which has been less studied to date.  

 

Table 2. The average values of sx and sy parameters (Eqs 6 & 7) depicting the topography of the 

reactive S0/S1 CI of PTX in the aqueous solution and the DHFR.  

CI parameters Solution DHFR 

𝑠$GGG  0.33 ± 0.03 0.47 ± 0.05 

𝑠&GGG (6 ±	5) ×10-5 (1.1 ±	0.2) ×10-6 
 

Conclusion 

In this work, we aimed to answer an essential question in photopharmacology: how do 

biomolecules perturb the photochemical properties of the photoswitchable drug molecules? We 

employed first-principles non-adiabatic dynamics simulations to understand how the DHFR 

affects the transàcis photoisomerization of PTX, an azobenzene-derived molecular photoswitch 

recently designed as an anticancer chemotherapeutic agent. We found that the transàcis 

photoisomerization is impeded by the protein environment compared to the aqueous solution. The 

protein environment makes the reactive S0/S1 CI more sloped and reduces the QY. Also, it 

quenches local density fluctuations around the PTX and increases the excited-state free energy 

barrier for the central torsion mode (𝜃'(('), which eventually slows down the photoisomerization 

kinetics. Thus, the PTX’s transàcis photoisomerization is more likely to occur in the aqueous 

solution before binding with the DHFR, despite the trans isomer’s non-negligible binding affinity 

with the enzyme.13 Our first-principles non-adiabatic dynamics simulations thus deepen our 
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understanding of the delicate interplay between the photoswitchable inhibitor and the DHFR. 

Further studies of the cisàtrans photoisomerization (work in progress) will still be necessary to 

unravel the whole picture of the photocycle underlying the interactions between the DHFR, PTX 

and light, which will shed light on the design principles of light-activatable therapeutics in 

photopharmacology. 
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