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Abstract

We present a library for evaluating multielement integrals over polarization operators of the form $x^m y^n z^m - k^2 \alpha r^4$ using Cartesian Gaussian basis functions. $m, n, m \geq 0$, $k \geq 2$ are integers, while the cutoff function $C(r) = (1 - e^{-\alpha r})^q$, with $\alpha \in \mathbb{R}_+$ and certain integer values of $q$ ensures the existence of the integrals. The formulation developed by P. Schwerdtfeger and H. Silberbach [Phys. Rev. A 37, 2834 (1988)] is implemented in an efficient and stable way taking into account a recent fix in one of the equations. A cheap upper bound is presented that allows negligible integrals to be prescreened. The correctness of the analytical integrals was verified by numerical integration. The library provides separate codes for serial CPU and parallel GPU architectures and can be wrapped into a python module.
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1. Introduction

Multielement integrals over long-range operators of the type

$O(r) = x^m y^n z^m - k^2 \alpha r^4$ \quad (1)

with $k \geq 2$ and $m, n, m \geq 0$ arise in various contexts of quantum chemistry. For instance, the operator representing the polarization energy, $\hat{R}_{pol} = -\frac{1}{2} \hat{f} \hat{A} \hat{f}$, which depends quadratically on the electric field operator $\hat{f}$ and some effective polarizability tensor $\hat{A}$, is of this type. For a single atom having a dipole polarizability $\alpha$ interacting with a single electron, the polarization potential takes the form $V_{pol}(r) = -\frac{1}{2} \alpha r^4$. Integrals of such polarization operators are found for example in core polarization potentials (CPP) that are used to model core-valence electron correlation in atoms and molecules [1, 2] and the direct reaction field method (DRF) [3, 4] which is a polarizable embedding scheme for quantum mechanics/molecular mechanics (QM/MM) simulations.[5] DRF requires matrix elements of polarization operators between basis functions on different atomic centers. Historically these integrals were approximated by a Taylor expansion of the electric fields around an arbitrary reference position [6] to avoid the exact evaluation. However, since the choice of the expansion center is not a differentiable operation, analytic gradients of the polarization energy with respect to nuclear coordinates were not easily accessible. Quadrupole and higher-order polarizability corrections also require matrix element for a range of different values of $m, n, k$.[7] In general, terms of the form in Eqn. (1) appear in multipole expansions of the electrostatic potential.

P. Schwerdtfeger and H. Silberbach were the first to succeed in solving integrals of the operator (1) between Cartesian Gaussian basis functions in full generality.[8, 9] Their derivation distinguishes different subcases which are solved separately. As a side note we would like to mention that Smit has presented an alternative formulation,[10] which makes use of the McMurchie-Davidson recurrence relations.[11] While this recursive approach is expected to be more efficient than Schwerdtfeger’s, we are not aware of any published implementation.

This article provides a library written in C++ for evaluating
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multicenter integrals of polarization operators between Cartesian Gaussians. CUDA kernels that take advantage of the acceleration provided by graphical processing units (GPU) are also included. For convenience the integral routines can be exported as a Python module. This library thus complements existing open source quantum chemistry integral packages for other one- and two-electron operators, such as GENIINT and libint.[12, 13]

Outline: The reader is assumed to be familiar with the notation in the original articles by Schwerdtfeger and Silberbach.[8, 9, 14] Primed equations refer to the first article (Ref. [8]). After defining the quantities of interest, some space is devoted to the subsection 2.2, which contained a mistake that was fixed only recently.[14] Then the efficient and numerically stable calculation of certain auxiliary functions is explained in detail. In section 4.1 an upper bound on the polarization integrals based on the Cauchy-Schwarz inequality is given that allows negligible integrals to be efficiently prescreened. Finally, section 5 explains how to use the library. Expressions for nuclear gradients of the polarization integrals are provided in the appendix.

2. Polarization Integrals

The polarization integrals are defined as the matrix elements of the operator \( x^m y^n z^p \rho^{-k} \)

\[
I_{\alpha \beta} = \left\langle \phi \left| x^m y^n z^p \rho^{-k} (1 - e^{-\alpha r^2})^q \right| \phi \right\rangle
\]

between unnormalized Cartesian Gaussian-type orbitals (CGTO)

\[
\phi(x, y, z) = (x - x_i)^n(y - y_i)^m(z - z_i)^p \exp(-\beta_i(r - r_i)^2)
\]

where \( r, (x_i, y_i, z_i) \) is the center of the basis function, \( n, m, p \in \mathbb{N}_0 \) define its angular momentum and \( \beta_i \in \mathbb{R}_+ \) is the orbital exponent parameter. The cutoff function, \((1 - e^{-\alpha r^2})^q\), with \( \alpha \in \mathbb{R}_+ \) ensures that the integrals exist for \( k > 2 \) provided the power of the cutoff function \( q \) satisfies

\[
q \geq k(k) - k(m_x) - k(m_y) - k(m_z) - 1
\]

where

\[
k(n) = \begin{cases} 
\frac{n}{2} & \text{if } n \text{ is even} \\
\frac{n+1}{2} & \text{is } n \text{ is odd}
\end{cases}
\]

For simplicity the polarization operator is centered at the origin, but integrals for any other location can be obtained by shifting the coordinate system so that its origin coincides with the center of the operator.

3. Implementation

The implementation of the integral routines is based on the formulation in Refs. [8, 9]. For the sake of brevity, no attempt is made here to summarize the intricate derivations of all the different subcases. However, we noticed a small mistake in the case for \( k = 2j + 1 \) and \( s - j < 0 \) (case 2, subcase 2), which has been corrected only recently in an erratum [14]. Since the argument is rather subtle, the problem will be explained below at some length.

3.1. Subcase 2.2: \( k = 2j + 1 \) and \( s - j < 0 \)

At the end of section III in Ref. [8] the claim is made that

\[
\ldots, \text{all one center contributions of matrix elements of operator } r^{-2j-1} \text{ vanish if } j - s - 1 \geq 0.
\]

This statement is wrong as will be shown below and casts doubt on the validity of Eqn. (40') in combination with \( a'_\mu(j, a, b) \).

To illustrate this, we calculate the integral of the operator \( r^{-3} \) \((j = 1)\) between two \( s \)-orbitals with exponent \( \beta = 1 \) positioned at the origin \((s = 0)\) so that \( j - s - 1 = 0 \). According to the statement above it should vanish, but it clearly does not. For simplicity, the cutoff function \((1 - \exp(-r^2))^2\) is used \((\alpha = 1, q = 2)\). The resulting integral is one-dimensional:

\[
I_{000} = \int_0^1 \int_0^1 \int_0^1 (4\pi r^2) e^{\frac{r^2}{4}} (1 - e^{-r^2})^2
\]

\[
= 4\pi \int_0^1 e^{-r^2} - 2e^{-3r^2} + e^{-4r^2} \frac{1}{r} dr
\]

\[
= \pi \log \left( \frac{81}{64} \right)
\]

\[
\approx 0.74005
\]

In line 3 of the above equation, summation and integration cannot be exchanged and the integral has been evaluated analytically using Mathematica [15]. Numerical integration on a grid gives the same value to six decimal places.

For comparison, we now evaluate the same integral using Eqn. (40') in the limit \( b \to 0 \) \((a'_\mu = 2 + \mu)\):

\[
I_{000} = \Gamma^{-1}(\frac{3}{2}) \pi^2 [2 \sum_{\mu=0}^2 \binom{2}{\mu} \binom{1}{\mu} (-1)^{2+\mu} H(1 - \nu, 0)]
\]

\[
= 0
\]

\[
I_{000} \text{ vanishes independently of } H(1 - \nu, 0), \text{ because there is no dependence on } \mu \text{ and } \sum_{\mu=0}^2 \binom{2}{\mu} (-1)^{\mu} = 0. \text{ This is in accordance with the statement in the article but it contradicts the previous calculations. Therefore Eqn. (40') must be wrong for the case } k = 2j + 1 \text{ and } s - j < 0.
\]

The error in subcase \( k = 2j + 1 \) with \( s - j < 0 \) can be traced back to the statement

Since this term is independent of \( a'_\mu \), we get . . . .
The starting point is

\[ J_2 = \lim_{\eta \to \infty} \sum_{q=0}^{q} \frac{q}{\mu} (-1)^q \left( \frac{a_\mu}{b}\right)^{y+3/2} \times \int_0^a dt \left( \frac{b^2}{a_\mu} - \frac{b^2}{a_\mu + 1} \right)^{y+3/2} \int_{-\eta}^{-\eta} e^{2/2 a_\mu + 1} \]

Making the substitution

\[ z(t) = \frac{b^2}{a_\mu} - \frac{b^2}{a_\mu + 1} \]
\[ \eta(z) = b^2 \left( \frac{b^2}{a_\mu} - z \right) - a_\mu = a_\mu \left( \frac{b^2}{a_\mu} - z \right)^{-1} \]
\[ dt = b^3 \left( \frac{b^2}{a_\mu} - z \right)^{-2} dz \]

the integral transforms into

\[ J_2 = \lim_{\eta \to \infty} \left. \sum_{q=0}^{q} \frac{q}{\mu} (-1)^q a_\mu^{-y-1} \left( \frac{a_\mu}{b}\right)^{y+1} \epsilon^{2/2 a_\mu + 1} \right|_{x=0}^a \times \int_0^a \int_{0}^{\sqrt{\frac{\pi}{2}}} \frac{z^j}{\sqrt{2 \pi}}dz \int_{\sqrt{2 \pi}}^{\infty} \left( \frac{b^2}{a_\mu} - z \right)^{y-1} \epsilon^{-z} \]

The important point is that the limit is written as

\[ \lim_{\eta \to \infty} \int_0^a \int_{0}^{\sqrt{\frac{\pi}{2}}} \frac{z^j}{\sqrt{2 \pi}}dz \int_{\sqrt{2 \pi}}^{\infty} \left( \frac{b^2}{a_\mu} - z \right)^{y-1} \epsilon^{-z} \]

and not as

\[ \lim_{\eta \to \infty} \int_0^a \int_{0}^{\sqrt{\frac{\pi}{2}}} \frac{z^j}{\sqrt{2 \pi}}dz \int_{\sqrt{2 \pi}}^{\infty} \left( \frac{b^2}{a_\mu} - z \right)^{y-1} \epsilon^{-z} \]

Defining \( p = j - s > 0 \) and another substitution

\[ x^2 = \frac{a_\mu}{b^2} \]
\[ z = \frac{b^2}{a_\mu} x^2 \]
\[ dz = 2 b^2 x dx \]

turn the integral into

\[ J_2 = \frac{2}{\sqrt{\pi}} \lim_{\eta \to \infty} \sum_{q=0}^{q} \frac{q}{\mu} (-1)^q a_\mu^{-y-1} \left( \frac{a_\mu}{b}\right)^{y+1} \epsilon^{2/2 a_\mu + 1} \int_0^a \int_{0}^{\sqrt{\frac{\pi}{2}}} \frac{z^j}{\sqrt{2 \pi}}dz \int_{\sqrt{2 \pi}}^{\infty} \left( \frac{b^2}{a_\mu} - z \right)^{y-1} \epsilon^{-z} x^2 \]

The recursion relations in Eqns. (35'), (36') and (37a,b') are still valid, however, Eqn. (37c') needs revision. To obtain \( H(1,a) \) we have to solve the integral \( J_2 \) for \( j = 0 \) and \( p = 1 \). Setting temporarily \( a = \frac{a_\mu}{\eta} \) and using the trick

\[ \frac{1}{1-x_1^2} = \int_0^\infty dx_2 e^{-(1-x_1^2)x_2} \]

the relevant integral becomes

\[ H_q(1,a) = \int_0^{\sqrt{\frac{\pi}{2}}} \int_0^\infty dx_1 \int_0^\infty dx_2 e^{(1-x_1^2)(a-x_2)} \]
\[ e^{-a} \int_0^{\sqrt{\frac{\pi}{2}}} \int_0^\infty dx_1 \int_0^\infty dx_2 e^{(1-x_1^2)(a-x_2)} \]

The integral over \( \mathbb{R}_+ \) is split into \([0,a](a,\infty)\)

\[ H_q(1,a) = e^{-a} \int_0^1 dx_1 \int_0^a dx_2 e^{(1-x_1^2)(a-x_2)} \]
\[ \times \left[ \int_0^{\sqrt{\frac{\pi}{2}}} dx_1 \int_0^\infty dx_2 + \int_0^{\sqrt{\frac{\pi}{2}}} dx_1 \int_a^\infty dx_2 \right] \]

The first integral exists in the limit \( \eta \to \infty \) and we get

\[ H(1,a) = e^{-a} \int_0^1 dx_1 \int_0^a dx_2 e^{(1-x_1^2)(a-x_2)} = e^{-a} \int_0^{\sqrt{\frac{\pi}{2}}} dx_1 \frac{1}{1-x_1^2} \]
\[ = e^{-b a_\mu} \tan^{-1} \left( \frac{\eta}{a_\mu + \eta} \right) \]

This expression diverges in the limit \( \eta \to \infty \). However, in Eqn. (18) (setting \( p = 1 \)) it occurs never alone but only in combination with other diverging integrals that are summed with different signs so that they cancel:

\[ J_2(p = 0, j = 1) = 2 \sum_{q=0}^{q} \frac{q}{\mu} (-1)^q a_\mu^{-y-1} \left( \frac{a_\mu}{b}\right)^{y+1} \epsilon^{2/2 a_\mu + 1} \int_0^a \int_{0}^{\sqrt{\frac{\pi}{2}}} \frac{z^j}{\sqrt{2 \pi}}dz \int_{\sqrt{2 \pi}}^{\infty} \left( \frac{b^2}{a_\mu} - z \right)^{y-1} \epsilon^{-z} x^2 \]

What is the \( \eta \to \infty \) limit in the second line of the previous equation? For sufficiently large \( \eta (\eta \gg a_\mu) \), we can approximate

\[ \sqrt{\frac{\eta}{a_\mu + \eta}} \approx 1 - \frac{a_\mu}{2 \eta} \]

With the help of the identity \( \tan^{-1}(x) = \frac{1}{2} (\log(1+x) - \log(1-x)) \), we get

\[ \tan^{-1} \left( \frac{\eta}{a_\mu + \eta} \right) \approx \tan^{-1} \left( 1 - \frac{a_\mu}{2 \eta} \right) \]
\[ = \frac{1}{2} \log \left( 2 - \frac{a_\mu}{2 \eta} \right) - \log(a_\mu) + \log(2 \eta) \]
Putting this expression back into the second line of Eqn. (24), all limits can be determined:

\[
2 \lim_{\eta \to \infty} \sum_{\mu=0}^{q} \left( \frac{\eta}{a_{\mu}^2 + \eta} \right) (-1)^{p} \tanh^{-1} \left( \sqrt{\frac{\eta}{a_{\mu}^2 + \eta}} \right)
\]

\[
= \sum_{\mu=0}^{q} \left( \frac{\eta}{a_{\mu}^2 + \eta} \right) (-1)^{p} \lim_{\eta \to \infty} \log \left( 2 - \frac{a_{\mu}}{2\eta} \right) + \lim_{\eta \to \infty} \log(2\eta) \sum_{\mu=0}^{q} \left( \frac{\eta}{a_{\mu}^2 + \eta} \right) (-1)^{p} \log(a_{\mu}).
\]

Using the binomial theorem \( (1 - 1)^{p} = \sum_{\mu=0}^{q} (-1)^{p} \mu \), it is clear that the first two terms in Eqn. (27) vanish. Therefore, Eqn. (24) can finally be written as

\[
J_{z}(p = 0, j = 1) = \sum_{\mu=0}^{q} \left( \frac{\eta}{a_{\mu}^2 + \eta} \right) \left( H(1, a) - \frac{1}{2} \log(a_{\mu}) e^{-b_{\mu}/a_{\mu}} \right).
\]

Now it is very easy to fix the equations for case 2b in Ref. [8]. In summary:

- In view of the usual definition of the error function, \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^2} dt \), Eqn. (37b) should better be written as

\[
H(0, x) = \frac{\sqrt{\pi}}{2} x^{-1/2} \text{erf}(\sqrt{x}),
\]

- Eqn. (37c) has to be replaced with

\[
H \left( 1, \frac{b^2}{a_{\mu}} \right) = e^{-b^2/a_{\mu}} \left( \sqrt{\pi} m(\sqrt{a_{\mu}}) - \frac{1}{2} \log(a_{\mu}) \right)
\]

and Eqn. (48') has to be replaced with

\[
2 \lim_{\eta \to \infty} \sum_{\mu=0}^{q} \left( \frac{\eta}{a_{\mu}^2 + \eta} \right) (-1)^{p} \tanh^{-1} \left( \sqrt{\frac{\eta}{a_{\mu}^2 + \eta}} \right)
\]

\[
= - \sum_{\mu=0}^{q} \left( \frac{\eta}{a_{\mu}^2 + \eta} \right) (-1)^{p} \log(a_{\mu}).
\]

The corrected analytical expressions for the subcase 2.2 were checked against numerical integrals computed using Becke’s multicenter integration scheme [16, 17]. The spherical grids on each center consisted of 60 radial and 194 angular points each. For the radial distribution of the integration points the Slater radius of hydrogen was chosen. The results are shown in Table 1.

We do not believe the error in Ref. [8] affects any other previously published results, since the problematic case does not occur for the type of integrals needed by standard CPPs [1, 2]. However, subcase 2.2 of the above integrals will be needed for quadrupole polarizability corrections [7].

3.2. Efficient evaluation of certain special functions

The integrals in Refs. [8, 9, 14] depend on certain functions \( d(p + 1/2, x) \) and \( \gamma(p + 1/2, x) \), for which Schwerdtfeger et al. give closed-form expressions. For numerical evaluation, however, it is more efficient to define the functions in terms of recursion relations, which follow from partial integrations.

3.2.1. The function \( d(p + 1/2, x) \) for \( p \in \mathbb{Z} \)

The integral is defined as

\[
d_{p} = d(p + 1/2, x) = \int_{0}^{\infty} \omega^{p-1/2} e^{\omega} d\omega.
\]

For \( p = 0 \) the integral can be expressed with the help of the Dawson function \( D_{a}(x) = e^{x^2} \int_{0}^{\infty} t e^{x^2} dt \) as

\[
d_{0} = d(1/2, x) = \int_{0}^{\infty} \omega^{\omega^{2}} e^{\omega^{2}} \int_{0}^{\infty} (2\nu \omega^{2})^{1/2} e^{\nu^{2}} d\omega
d_{0} = 2 e\int_{0}^{\infty} \left( e^{-x} \int_{0}^{\infty} d\nu \right) d\nu
\]

For positive \( p \), the recursion relation can also be derived via partial integration (\( \int f' g = f g - \int f g' \)):

\[
d_{p} = \int_{0}^{\infty} \omega^{p-1/2} e^{\omega} d\omega = \int_{0}^{\infty} \omega^{\omega^{2}} d\omega \int_{0}^{\infty} \omega^{p-1/2} e^{\omega} d\omega
\]

\[
= \left[ \omega^{p-1/2} e^{\omega} \right]_{0}^{\infty} - (p - \frac{1}{2}) \int_{0}^{\infty} \omega^{p-1/2} e^{\omega} d\omega = x^{p-1/2} e^{x} - (p - \frac{1}{2}) d_{p-1}
\]

Strictly speaking, this integral does not exist because the second term diverges in the limit \( \eta \to 0 \). However, the integral never occurs alone but only in certain combinations with similar integrals so that the divergent terms cancel. Keeping this restriction in mind, one can simply delete the divergent term, so that the recursion relation becomes

\[
d_{-p} = \lim_{\eta \to 0} \int_{0}^{\infty} \omega^{p-1/2} e^{\omega} d\omega
\]

\[
= \lim_{\eta \to 0} \int_{0}^{\infty} \frac{1}{\eta} e^{\omega - p/2} \int_{0}^{\infty} \omega^{p-1/2} e^{\omega} d\omega
\]

\[
= - \frac{1}{p + \frac{1}{2}} \left( x^{p-1/2} e^{x} - d_{(-p-1)} \right)
\]

After substituting \( p + 1 \) for \( p \) in Eqns. (34) and (36) the final prescription for calculating \( d_{p} \) becomes

\[
d_{0} = 2 e \int_{0}^{\infty} D_{a}(\sqrt{x}) d\nu
\]

\[
d_{p+1} = x^{p+1/2} e^{x} - (p + \frac{1}{2}) d_{p}
\]

\[
d_{-p-1} = - \frac{1}{p + \frac{1}{2}} \left( x^{-(p+1)/2} e^{x} - d_{p} \right)
\]

Note that in these expressions, \( p \) is always a non-negative integer.
3.2.2. The function $\gamma(p + 1/2, x)$ for $p \in [n_0]$ 

This integral is defined as

$$g_p = \gamma(p + 1/2, x) = \int_0^x dz \, z^{p-1/2} e^{-z}$$

(40)

and can also be expressed with the Gamma function, $\Gamma(p + 1/2)$, and the regularized lower incomplete Gamma function, $\gamma(p + 1/2, x)$:

$$\gamma(p + 1/2, x) = \Gamma(p + 1/2) P(p + 1/2, x).$$

(41)

For $p = 0$, the integral is related to the error function (the definition of the error function in Eqn. (5)’ of Ref. [8] lacks the usual prefactor of $\frac{2}{\sqrt{\pi}}$:

$$g_0 = \int_0^x dz \, \frac{1}{\sqrt{\pi}} e^{-z} = \frac{1}{\sqrt{\pi}} \int_0^x du \, 2u \, e^{-u^2} = 2 \sqrt{\pi} \operatorname{erf}(\sqrt{x}).$$

(42)

An iterative procedure for computing $\gamma(p + 1/2, x)$ for $p > 0$ follows from partial integration:

$$g_p = \int_0^x dz \, z^{p-1/2} e^{-z} = \int_0^x dz \, \frac{d}{dz} \left( -e^{-z} \right) = \left[ z^{-1/2} e^{-z} \right]_0^x - \int_0^x dz \, \frac{d}{dz} \left( z^{p-1/2} \right) (-e^{-z})$$

$$= -x^{p-1/2} e^{-x} + (p - \frac{1}{2}) \int_0^x dz \, z^{(p-1)-1/2} e^{-z}$$

$$= -x^{p-1/2} e^{-x} + (p - \frac{1}{2}) g_{p-1}.$$  

(43)

Replacing $p$ with $p + 1$ gives the iteration prescription for computing $g_p = \gamma(p + 1/2, x)$ for $p = 0, 1, 2, \ldots$:

$$g_0 = \sqrt{\pi} \operatorname{erf}(\sqrt{x})$$

(44)

$$g_{p+1} = -x^{p+1/2} e^{-x} + (p + \frac{1}{2}) g_p.$$  

(45)

3.2.3. The Dawson-error hybrid function $m(x)$ 

The function $m(x)$ is defined as the integral

$$m(x) = \int_0^x dt \, e^t \operatorname{erf}(t).$$

(46)

There seem to be no common libraries that provide this function.

In the following, the Taylor expansion of $m(x)$ around an arbitrary point is worked out. The Taylor expansion requires the derivatives

$$m^{(n)}(x_0) = \frac{d^n m}{dx^n} \bigg|_{x=x_0}$$

(47)

evaluated at the expansion point $x_0$. Using the definition of the error function, $\operatorname{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x dt \, e^{-t^2}$, the first derivatives are found to be

$$m^{(1)} = e^x \operatorname{erf}(x)$$

(48)

$$m^{(2)} = 2x e^x \operatorname{erf}(x) + e^x \left( \frac{2}{\sqrt{\pi}} e^{-x^2} \right) = 2x m^{(1)} + \frac{2}{\sqrt{\pi}}$$

(49)

$$m^{(3)} = 2m^{(1)} + 2x m^{(2)}$$

(50)

$$m^{(4)} = 4m^{(2)} + 2x m^{(3)}$$

(51)

$$m^{(5)} = 6m^{(3)} + 2x m^{(4)}$$

(52)

$$\vdots$$

(53)

This sequence suggests the following induction hypothesis

$$m^{(n)} = 2(n-2)m^{(n-2)} + 2x m^{(n-1)}$$

for $n > 2$  

(54)

which is proven easily

$$m^{(n+1)} = 2(n-2)m^{(n-1)} + m^{(n)} + 2x m^{(n)}$$

$$= 2(n+1) - 2m^{(n-1)} + 2x m^{(n)}.$$  

(55)

The Taylor series of $m$ around a point $x_0$ at which its value $m(x_0)$ is known is given by

$$m(x) = \sum_{n=0}^\infty \frac{(x-x_0)^n}{n!} m^{(n)}(x_0)$$

(56)

with

$$m^{(0)} = m(x_0)$$

(57)

$$m^{(1)} = e^{x_0} \operatorname{erf}(x_0)$$

(58)

$$m^{(2)} = 2x_0 m^{(1)} + 2x_0 e^{-x_0^2}$$

(59)

$$m^{(n)} = 2(n-2)m^{(n-2)} + 2x_0 m^{(n-1)}$$

for $n > 2$.  

(60)
For the special point $x_0 = 0$, a more compact form can be derived. Since

$$m^{(0)}(0) = 0, \quad m^{(1)}(0) = 0, \quad m^{(2)}(0) = 2\pi x^2$$

and

$$m^{(n)}(0) = 2(n - 2)m^{(n-2)}(0) \quad \text{for } n > 2$$

it follows that the odd derivatives all vanish at the origin,

$$m^{(2k+1)}(0) = 0 \quad \text{for } k = 0, 1, 2, \ldots.$$  

Applying Eqn. (62) repeatedly to the even derivatives yields

$$m^{(2k)}(k) = \sum_{i=0}^{k} 2(2i - 2)2\pi x^2 \prod_{j=1}^{k-i}(i-1) \quad \text{for } k > 1.$$  

The Taylor expansion around $x = 0$ is thus

$$m(x) = \frac{x^2}{\sqrt{\pi}} \left[ 1 + \sum_{k=1}^{\infty} x^{(2k-1)} 2^{2k-1}(k-1)! \right].$$

For large $x$, one can combine the asymptotic expansion of the Dawson function given in Eqn. (68') of Ref. [8] with the asymptotic expansion of $m(x)$ in Eqn. (74') to show that $m(x)$ is approximately

$$m(x) = e^{x^2} \operatorname{erf}(x) D_x(x) \quad \text{for large } x.$$  

For $x \geq x_L = 6$ this approximation is almost exact. In this case we use the Faddeeva package to evaluate the error and Dawson functions.[18]

For $x < x_L$, the interval $[0, x_L]$ is divided into segments at $N$ points $x_0 = 0 < x_1 < x_2 < \ldots < x_{N-1} < x_L$. The initial values needed for starting the iteration according to Eqn. (60) are precalculated and hard-coded as two arrays (see Table 2 below):

$$m^{(0)}(x_i) = m(x_i)\quad (i = 0, 1, \ldots, N - 1)$$

If $x_L \leq x < x_{i+1}$, a truncated Taylor expansion (with $n \leq n_{\text{max}} = 20$) around $x_L$ is used to evaluate $m(x)$. Figure 1 compares the piecewise Taylor expansion with the implementation in Mathematica.

For large $x$, the exponential factor $e^{x^2}$ in Eqn. (66) causes overflows. Therefore it is more stable to compute the function

$$m'(x) = m(x)$$

since the factor $e^{x^2}$ can be cancelled elsewhere.

3.2.4. Binomial Coefficients

The motif

$$\sum_{0}^{n} \binom{n}{k} x^k \ldots$$

occurs frequently in the nested for-loops. The binomial coefficients satisfy the relation

$$\binom{n}{k+1} = \frac{n!}{(k+1)! (n-k-1)!} = \frac{n!}{(k+1)! \frac{(n-k)(n-k-1)!}{n-k}} = \frac{n-k}{k+1} \binom{n}{k},$$

Replacing $k$ by $k - 1$ gives the iteration prescription for downward iteration from

$$\binom{n}{k} = \frac{k}{n-k+1} \binom{n}{k-1}$$

The summand in Eqn. (69),

$$B_{n,k} = \binom{n}{k} x^{n-k},$$

can be calculated iteratively in reverse order ($k = n, n-1, \ldots, 0$) using

$$B_{n,n} = 1$$

$$B_{n,k-1} = \frac{x}{n-k+1} B_{n,k}.$$  

Table 2: Centers, $x_0$ and initial values, $m(x_0)$ and $m'(x_0)$, for local Taylor expansions in the interval $[0,6]$. The Dawson-error hybrid function at the expansion points was calculated as $m(x) = \frac{e^{x^2} \operatorname{erf}(x)}{x^n}$ using Mathematica with a precision of 16 digits.

<table>
<thead>
<tr>
<th>$x_0$</th>
<th>$m^{(0)}(x_0)$</th>
<th>$m^{(1)}(x_0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/2</td>
<td>0.1536288593561963</td>
<td>0.6683350724948156</td>
</tr>
<tr>
<td>1</td>
<td>0.8153925207417932</td>
<td>2.290698253203238</td>
</tr>
<tr>
<td>3/2</td>
<td>3.230822260808236</td>
<td>9.166150419904208</td>
</tr>
<tr>
<td>2</td>
<td>15.47726567802307</td>
<td>54.34275435683373</td>
</tr>
<tr>
<td>5/2</td>
<td>114.46898866432300</td>
<td>517.8020183042809</td>
</tr>
<tr>
<td>3</td>
<td>1443.356484958733</td>
<td>8102.904926424203</td>
</tr>
<tr>
<td>7/2</td>
<td>31266.84178403753</td>
<td>208981.1357560754</td>
</tr>
<tr>
<td>4</td>
<td>1.149399290121673 × 10^6</td>
<td>8.886110383508415 × 10^6</td>
</tr>
<tr>
<td>9/2</td>
<td>7.107314602194929 × 10^7</td>
<td>6.22964420759607 × 10^8</td>
</tr>
<tr>
<td>5</td>
<td>7.35415374639724 × 10^9</td>
<td>7.20048993372751 × 10^10</td>
</tr>
<tr>
<td>11/2</td>
<td>1.26916486178781 × 10^{12}</td>
<td>1.37217049746480 × 10^{14}</td>
</tr>
</tbody>
</table>

Figure 1: Logarithmic plot of the Dawson-error hybrid function $m(x)$. The relative errors at the test points (blue dots), which include locations half-way between the expansion points, are always smaller than $10^{-10}$.  

$$n \choose k - 1 = \frac{k}{n-k+1} \choose n,$$  

The summand in Eqn. (69),

$$B_{n,k} = \binom{n}{k} x^{n-k},$$

can be calculated iteratively in reverse order ($k = n, n-1, \ldots, 0$) using

$$B_{n,n} = 1$$

$$B_{n,k-1} = \frac{x}{n-k+1} B_{n,k}.$$  

6
Terms in the sums of type
\[
\sum_{k=0}^{n} \binom{n}{k} x^k = \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} x^k
\]  
are calculated by upward iteration,
\[
A_{n,k+1} = \frac{n!}{(n-k)(n-k+1)} x^{k+1} = \frac{n!}{(n-k)!} \frac{x^k}{(n-k+1)(k+1)}
\]
\[
= \frac{n-k}{n-k+1} \binom{n}{k} x^k = \frac{1}{n+1} \binom{n}{k} x^k.
\]  
Starting from
\[
A_{k,0} = 1.
\]  

3.3. The limit b = |\beta_1 r_1 + \beta_2 r_2| \to 0

Ref. [8] only covers the case b = 0 when r_1 = r_2 = 0. However, as the erratum mentions, [9] \beta_1 r_1 = -\beta_2 r_2 also leads to b = 0, i.e. when the centroid of the two Gaussian basis functions happens to coincide with the operator center. As b approaches 0, the working equations become unstable, since b appears in the denominator. There is no physical problem with this point, one just has to rearrange the equations, as we show below.

3.3.1. The case k = 2j with j = 2, 3, ... (case 1)

The problematic expression is (below Eqn. (40')) in Ref. [8]:
\[
u_0(j,a,b) = b^{-2} \sum_{j=0}^{j-1} \binom{j-1}{\nu} (-1)^j \left( \frac{a}{b^2} \right) \nu d(s-j+\nu+1 + \frac{1}{2}) b^2.
\]  
(78)

To cancel the diverging terms, the factor \(x^{p+1/2}\) is pulled out of the function \(d(p+1/2,x)\), so that the limit \(x \to 0\) exists for the modified function,
\[
\tilde{d}(p+1/2,x) = x^{-p-1/2} d(p+1/2,x).
\]  
(79)

Using this expression to replace \(d\) with \(\tilde{d}\) in Eqn. (78) gives
\[
u_0(j,a,b) = a^{-2} \sum_{j=0}^{j-1} \binom{j-1}{\nu} (-1)^j \tilde{d}(s-j+\nu+1 + \frac{1}{2}) b^2.
\]  
(80)

For \(p \geq 0\) one can find a Taylor expansion of \(\tilde{d}(p+1/2,x)\) around \(x = 0\). We start from Eqn. (32) and differentiate with respect to \(x\):
\[
\tilde{d}(p+1/2,x) = x^{-p-1/2} e^x = x^{-p-1/2} \sum_{k=0}^{\infty} \frac{x^k}{k!}.
\]  
Integrating the Taylor expansion formally gives
\[
d(p+1/2,x) = x^{p+1/2} \sum_{k=0}^{\infty} \frac{x^k}{k!(p+k+1/2)}.
\]  
(82)

For \(-p < 0\), we rewrite the recursion relations in Eqn. (39) in terms of the \(\tilde{d}_p\)'s:
\[
\tilde{d}_{(p+1)} = x^{p+1/2} \tilde{d}_{(p+1)} = \frac{1}{p+1/2} \left( x^{-p-1/2} e^x - x^{-p-1/2} \tilde{d}_p \right)
\]
\[
= -1 \frac{1}{p+1/2} (e^x - x \tilde{d}_p).
\]  
(83)

In summary, for \(\frac{\nu}{a} < 10^{-2}\), Eqn. (78) is replaced by
\[
u_0(j,a,b) = a^{-p+1/2} \sum_{j=0}^{j-1} \binom{j-1}{\nu} (\tilde{d}_p)^{j+\nu+1/2}
\]  
with
\[
\tilde{d}_p = \sum_{k=0}^{\infty} \frac{x^k}{k!(p+k+1/2)}
\]  
(85)

\[
\tilde{d}_{(p+1)} = -\frac{1}{p+1/2} (e^x - x \tilde{d}_p).
\]  
(86)

and \(x = \frac{\nu}{a}\). The Taylor series is truncated at \(k = 20\).

3.3.2. The case \(k = 2j+1\) with \(j = 2, 3, \ldots\) assuming \(s - j \geq 0\) (case 2, subcase 1)

In this case the offending integral is (second expression below Eqn. (40') in Ref. [8]):
\[
u_1(j,a,b) = a^{-p+1/2} \sum_{j=0}^{j-1} \binom{j-1}{\nu} (\tilde{d}_p)^{j+\nu+1/2}
\]  
(87)

The \(\gamma\) function, whose Taylor expansion around \(x = 0\) we are interested in, is related to the \(d\) function:
\[
\gamma(a,x) = \int_{x}^{\infty} dt e^{-t-a} \omega^{-1} (-t)^{a} (-t)^{a+1/2} \times \gamma \left( j + \nu + \frac{1}{2} \right).
\]  
(88)

The Taylor expansion of \(d\) has already been determined in Eqn. (82), so that one finds
\[
\gamma(p+1/2,x) = (-1)^{p+1/2} d(p+1/2,-x) = (-1)^{p+1/2} \sum_{k=0}^{\infty} \frac{(-x)^k}{k!(p+k+1/2)}
\]  
(89)

\[
= x^{p+1/2} d(p+1/2,-x).
\]  
Substituting this into Eqn. (87) leads to an expression which is well-behaved in the limit \(b \to 0\):
\[
u_1(j,a,b) = a^{-p+1/2} \sum_{j=0}^{j-1} \binom{j-1}{\nu} (\tilde{d}_p)^{j+\nu+1/2}
\]  
(90)
3.3.3. The case $k = 2j + 1$ with $j = 1, 2, \ldots$ assuming $s - j < 0$ (case 2, subcase 2)

For the last case, the corresponding expression,

$$u_i'(j, a, b) = 2a^{j+i-1} \exp \left( \frac{b^2}{a} \sum_{i=0}^{j} \binom{j}{i} (-1)^i H \left( i - s - \nu, \frac{b^2}{a} \right) \right).$$

(91)

has a well-defined limit for $b \to 0$, provided the limits $\lim_{b \to 0} H(p, x)$ exist. $H(-p, x)$ and $H(0, x)$ are problematic, since they contain terms of the form $x^{-i}$ with $i \geq \frac{1}{2}$, which diverge in the limit $x \to 0$. For negative $-p$ we use Eqn. (89) to rewrite Eqn. (39') in [8] as

$$H(-p, x) = \frac{\sqrt{p}}{2} x^{-\frac{1}{2}} \exp \left( \frac{1}{\sqrt{x}} \right)$$

(92)

For $p \geq 0$, $H(p, x)$ is defined recursively. The only problematic term is the initial value,

$$H(0, x) = \frac{\sqrt{p}}{2} x^{-\frac{1}{2}} \exp \left( \frac{1}{\sqrt{x}} \right)$$

(93)

because of the factor $x^{-1/2}$. Let us define the function $e(x) = \int_0^x dt \ e^{-t^2}$ and find its Taylor expansion around $x = 0$. The derivatives $e^{(n)}(0)$ are:

$$e^{(0)}(0) = \int_0^x dt \ e^{-t^2}$$

(94)

$$e^{(1)}(0) = -2x^2$$

(95)

$$\vdots$$

$$e^{(n)}(0) = -2(n-2) \ e^{(n-2)}(0) + x \ e^{(n-1)}(0)$$

(96)

The recursion relation for the derivatives is proven easily:

$$e^{(n+1)} = -2 \left( (n-2) e^{(n-2)}(0) + x e^{(n-1)}(0) \right)$$

(97)

At $x = 0$ the derivatives take on the values $e_n := \frac{d^n e}{dx^n}(0)$

$$e_0 = 0$$

(98)

$$e_1 = 1$$

(99)

$$\vdots$$

(100)

$$e_n = -2(n-2) \ e^{(n-2)}(0) \text{ for } n > 1.$$  

(101)

It follows that all even derivatives vanish at $x = 0$,

$$e_{2k} = 0 \quad k = 0, 1, \ldots,$$  

(102)

while the odd derivatives are

$$e_{2k+1} = -2(2k-1) \ e_{2(k-1)+1}$$

(103)

or

$$e_{2k+1} = (-2)^k(2k-1)!$$

(104)

as can be proven by induction

$$e_{2(k+1)+1} = (-2)^{k+1}(2(k+1)-1)! = -2(2k+1)(-2)^k(2k-1)!$$

$$= -2(2k+1) - 2e_{2(k+1)-1}.$$  

(105)

The Taylor expansion of $e(x)$ around $x = 0$ is thus

$$e(x) = \left( 1 + \sum_{k=1}^{\infty} \frac{x^{2k}}{(2k+1)!} e_{2k+1} \right)$$

(106)

$$= \left( 1 + \sum_{k=1}^{\infty} \frac{(-2x^2)^k}{(2k+1)!} \right).$$

(107)

For small $x < 1.5$, $H(0, x)$ is therefore computed as

$$H(0, x) = x^{-1/2} \ e^{(\sqrt{x})} = 1 + \sum_{k=1}^{\infty} \frac{(-2x^2)^k}{(2k+1)(2k)!}.$$  

(108)

The Taylor series is truncated at $k = 20$.

4. Upper Bounds for Polarization Integrals

Our interest in polarization integrals stems from the direct reaction field method.[3] DRF divides the system into an active region (solute, QM), where electrons are treated using quantum mechanics, and an inert region (solvent, MM) of polarizable atoms that model the polarization response of the solvent to the solute density. Assuming that the basis set for the QM part contains $N_{\text{QM}}$ centered orbitals and is surrounded by $N_{\text{pol}}$ polarizable sites, the number of unique polarization integrals scales as $O(N_{\text{QM}} N_{\text{pol}})$. Although the number of combinations of basis functions increases quadratically, asymptotically the number of non-zero one-electron matrix elements scales roughly linearly with the size of the system. This is because atomic orbitals decay exponentially, so that two basis functions have to be relatively close for their product to give a non-negligible contribution to the charge density. Therefore, local operators, like Eq. (2), are sparse in the atomic orbital basis. To take advantage of this sparsity, we seek a simple upper bound to the integrals that allows us to efficiently estimate their magnitude and prescreen out negligible integrals.

4.1. Cauchy-Schwarz bounds

A rigorous upper bound follows from the Cauchy-Schwarz (CS) inequality for the scalar product between two vectors: $\langle u, v \rangle \leq ||u|| ||v||$. Let $\mu(r)$ and $v(r)$ be atomic orbitals centered on different atoms and $O(r) = x^{m_x} y^{m_y} z^{m_z} r^{-k} \left( 1 - e^{-a r^2} \right)^{1/2}$ be the polarization operator with the cutoff function included. The polarization integral can be expressed as a scalar product between the product $\mu(r) v(r)$ and $O(r)$.

$$\int d^3 r \mu(r) O(r) v(r) \leq ||\mu|| ||v|| \langle O \rangle$$

$$= \left( \int d^3 r O(r)^2 \right)^{1/2} \left( \int d^3 r \mu(r)^2 v(r)^2 \right)^{1/2}.$$  

(109)
The bounds allow us to neglect pairs of localized basis functions in different regions of the QM part, whose densities overlap very little. In this case, all polarization integrals for that pair of basis functions are screened, no matter where the polarizable atom is placed. As a result, it should be noted that the bounds are not especially tight since they do not take advantage of the decay of the polarization integral with the distance between the polarizable site and the basis functions. However, the CS bounds serve their purpose as a simple and efficient means to prescreen polarization integrals with knowledge of only the atomic orbitals' centers, contraction coefficients, and exponents.

Eqn. (109) is not yet suitable for practical applications: For one thing we wish to screen shells based on the total angular momentum $l = n_x + n_y + n_z$ rather than on the individual Cartesian powers $n_x, n_y, n_z$. Also, it should be computationally cheap to evaluate the upper bound, so numerical integration is out of the question.

The CS bounds consist of two factors. The first is the norm of the polarization operator, $\|O(r)\|$, and the second is the overlap between the orbital densities, $\langle \rho | \rho \rangle^2 = \int d^3 r \phi_i^*(r) \phi_j^*(r)$, where the orbitals $\rho_i(r)$ and $\rho_j(r)$ are assumed to be Cartesian Gaussians. The square of a Cartesian Gaussian function is bounded for the upper bounds is generated automatically. The integral of angular momenta values of $\beta$ is

$$
\exp(-2\beta \beta_j - 2\beta_j r + R)^2 = \exp(-2\beta \beta_j R^2) \exp(-2(\beta_j + \beta_j)(r \pm \beta_j + \beta_j)^2)
$$

(113)

and shifting the integration variable by $\pm \beta_j / \beta_j$, the integral becomes

$$
\left\{ \begin{array}{l}
\frac{1}{2} \beta_j \left| \frac{2\pi}{\beta_j R} \right| \exp(-2\beta \beta_j R^2) \exp(-2(\beta_j + \beta_j)(r \pm \beta_j))^2
\end{array} \right\}
$$

(114)

Next, the binomial theorem is applied, so that all radial integrals are of the form

$$
\int_{-\infty}^{\infty} d^3 r \exp(-2\beta \beta_j r^2) = (2k - 1)!! \sqrt{\frac{\pi}{2(\beta_j + \beta_j)} \left( \frac{1}{4(\beta_j + \beta_j)} \right)^{k}}
$$

(115)

After some algebra, the final expression for the upper bound on the overlap between the squares of Cartesian Gaussian orbitals becomes:

$$
\int d^3 r \phi_i^*(r) \phi_j^*(r) \leq -\frac{1}{2} \left| \frac{2\pi}{\beta_j R} \right| \exp(-2\beta \beta_j R^2)
$$

$$
\times \sum_{k=0}^{L} \frac{(2L + 1)!!}{(2k)!!(2L + 1 - 2k)^{2k}} \exp(-2\beta \beta_j (R)^{2k+1/2})
$$

(116)

The partial derivatives with respect to $\beta$ are taken using the computer algebra package Mathematica. For all combinations of angular momenta $l_i, l_j = 0, 1, 2, 3$ (up to f-functions) C code for the upper bounds is generated automatically. The integral routines were compared with numerical integration on a grid.

The second part of the upper bound is the norm of the polarization operator

$$
\|O(r)\|^2 = \int d^3 r \chi_{\alpha}^m \chi_{\alpha}^{m'} \left( 1 - \exp(-\alpha r^2) \right)^{2q}
$$

(117)

It is possible to solve this integral analytically; however, for the polarizability Hamiltonian in the DRF method only certain values of $k, m_x, m_y, m_z$, and $q$ are possible. The integrals for the relevant combinations of integers as a function of the cutoff exponent $\alpha$ were computed using Mathematica and are listed in table 3.

For testing, all integrals in Eqn. (109) were evaluated numerically. The centers of the two basis functions were drawn randomly from a ball of radius 5 Å, typical of the size of QM...
regions in QM/MM calculations. The polarizable atom was always placed at the origin. The exponents of the basis functions were also drawn randomly from the interval [0.01, 2.01]. In total, parameters for 50 pairs of shells are generated. For a pair of centers, all combinations of angular momenta up to d-functions were enumerated. Figure 2 shows a scatter plot of the upper bounds versus the exact polarization integrals. The diagonal straight black line indicates a hypothetical perfect bound.

All points in Figure 2 lie above the diagonal black line, so the bound is rigorous. Furthermore, for most integrals, the bound is within seven orders of magnitude, which is typical for CS bounds involving Cartesian Gaussian basis functions. If the threshold for neglecting one-electron integrals is set to \(10^{-8}\) Hartree (red horizontal line in Fig. 2), the CS bound shows that most integrals can be neglected. We note, however, that for some small integrals the bound exceeds the true integral by more than seven orders of magnitude, which is typical for CS integrals for some small integrals the bound exceeds the true integral by more than seven orders of magnitude, which is typical for CS integrals. We note, however, that for some small integrals the bound exceeds the true integral by more than seven orders of magnitude, which is typical for CS integrals. We note, however, that for some small integrals the bound exceeds the true integral by more than seven orders of magnitude, which is typical for CS integrals.

Table 3: Squared norm of polarization operator for typical values of \(k\), \(m\), \(m\), and \(q\). Integrals for \((m_k, m, m) = (2, 0, 0), (0, 2, 0), (0, 0, 2)\) and \((m, m, m) = (1, 0, 0), (0, 1, 0), (0, 0, 1)\) differ by a factor of 3. Since we are interested in an upper bound on all integrals having \(m = m + m + m = 2\), the larger of the two integrals is shown.

| \(k\) | \(m\) | \(q\) | ||\(O||^2\) |
|---|---|---|---|
| 3 | 1 | 2 | \(\frac{8}{3} \left(1 - 3 \sqrt{2} + 2 \sqrt{3}\right) \pi^{1/2} a^{1/2}\) |
| 6 | 2 | 4 | \(-\frac{128}{75} - 279 - 30 \sqrt{2} + 63 \sqrt{3} + 175 \sqrt{5}\) |

The function \(\text{integer\_partition\_3}(l)\) is assumed to return a list of all possible integer partitions \((n_1, n_2, n_3)\) of size 3 of the integer 1 such that \(n_1 + n_2 + n_3 = l\).

5. Usage of the Integral Library

The integral routines for all cases are made available as a library [19] written in C++/CUDA. The library contains separate implementations specialized for CPU and GPU architectures. Python bindings give access to the underlying C++ classes and wrapper functions around the CUDA kernels.

**CPU implementation:** The snippet of python code below illustrates how to use the CPU version. Basis functions on an atomic center \((x_i, y_i, z_i)\) with the orbital exponent \(\beta_i\) are grouped into shells of total angular momentum \(l = n_1 + n_2 + n_3\). Integrals for all angular momentum components of a shell are processed in one go so that intermediate results can be reused. The library defines the class \(\text{PolarizationIntegral}\) for evaluating individual integrals between shells. First, an integral object has to be created. Its constructor takes the data for the bra and ket shells as well as the parameters of the polarization operator as input:

```python
from polarization_integrals import PolarizationIntegral

pol = PolarizationIntegral(xi, yi, zi, li, beta_i, # bra shell
                         xj, yj, zj, lj, beta_j, # ket shell
                         k, mx, my, mz, # polarization
                         alpha, q) # operator
```

The member function \(\text{compute\_pair}(\ldots)\) of the integral object can then be called repeatedly to iterate over all combinations of angular components \((n_1, n_2, n_3)\) and \((n_4, n_5, n_6)\) belonging to the shells with total angular momenta \(l_i\) and \(l_j\):
polarization_prim_pairs_kernel

\begin{verbatim}
<double, k, mx, my, mz, q>,
(pairs, npair, buffer, alpha);
\end{verbatim}

processes all npair pairs in parallel putting the output into a buffer array. Since each primitive shell with angular momentum \( l \) contains \( N_l(l) = (l + 1)(l + 2)/2 \) Cartesian angular momentum components (all combinations of powers \( n_i \) such that \( n_1 + n_2 + n_3 = l \)), each pair of primitive shells \( i \) and \( j \) generates an integral block of size \( N_l(l_i) \times N_l(l_j) \) in the output buffer.

For more information refer to the source code of the test cases and examples.
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Appendix A. Analytical Gradients

Analytical gradients of the polarization integrals in Eqn. (2) with respect to the centers of the Gaussian-type orbitals are obtained in analogy to gradients of overlap integrals. We exploit the fact that the first derivative of a Cartesian Gaussian function with respect to the center is the sum of two Gaussian functions with different powers:

\begin{equation}
\frac{d}{dx_i}(x - x_i)^{n_i}e^{-\beta(x-x_i)^2} = -n_i(x - x_i)^{n_i-1}e^{-\beta(x-x_i)^2} + 2\beta(x - x_i)^{n_i+1}e^{-\beta(x-x_i)^2}.
\end{equation}

If the dependence of the polarization integral on the Cartesian powers of orbitals \( i \) and \( j \) is denoted by \( I(n_{i1}, n_{i2}, n_{i3}; n_{j1}, n_{j2}, n_{j3}) \), the derivative with respect to the \( x \)-coordinate of orbital \( i \) can be expressed as

\begin{equation}
\frac{d}{dx_i}I(n_{i1}, \ldots) = -n_{i1}I(n_{i1} - 1, \ldots) + 2\beta I(n_{i1} + 1, \ldots)
\end{equation}

and similarly for the other coordinates of centers \( i \) and \( j \). The polarization integrals are three-center integrals that only depend on the relative vectors between the centers. Therefore gradients with respect to the position of the polarization operator \( r_o \) (taken as the origin) can be assembled easily from the gradients with respect to the bra and ket centers:

\begin{equation}
\nabla_{r_o}I = -\nabla_{r}I - \nabla_{r'}I.
\end{equation}

References

URL https://www.wolfram.com/mathematica