
Assessing the Interplay Between

Functional-Driven and Density-Driven Errors in

DFT Models of Water

Etienne Palos,∗,† Eleftherios Lambros,∗,† Steven Swee,†,§ Jie Hu,†,§ Saswata

Dasgupta,† and Francesco Paesani∗,†,‡,¶

†Department of Chemistry and Biochemistry, University of California San Diego,

La Jolla, California 92093, United States

‡Materials Science and Engineering, University of California San Diego,

La Jolla, California 92093, United States

¶San Diego Supercomputer Center, University of California San Diego,

La Jolla, California 92093, United States

§Contributed equally to this work

E-mail: epalos@ucsd.edu; elambros@ucsd.edu; fpaesani@ucsd.edu

1



Abstract

We investigate the interplay between functional-driven and density-driven errors in different

density functional theory (DFT) approximations, and the implications of these errors for sim-

ulations of water with DFT-based data-driven many-body potentials. Specifically, we quan-

tify density-driven errors in two widely used dispersion-corrected functionals derived within

the generalized gradient approximation (GGA), namely BLYP-D3 and revPBE-D3, and two

modern meta-GGA functionals, namely SCAN and B97M-rV. The effects of functional-driven

and density-driven errors on the interaction energies are assessed for the water clusters of the

BEGDB dataset. Further insight into the nature of functional-driven errors is gained from

applying the absolutely localized molecular orbital energy decomposition analysis (ALMO-

EDA) to the interaction energies, which demonstrates that functional-driven errors are strongly

correlated with the nature of the interactions. We discuss cases where density-corrected DFT

(DC-DFT) models display higher accuracy than the original DFT models, and cases where

reducing the density-driven errors leads to larger deviations from the reference energies due

to the presence of large functional-driven errors. Finally, molecular dynamics simulations are

performed with data-driven many-body potentials derived from DFT and DC-DFT data to de-

termine the effect that minimizing density-driven errors has on the description of liquid water.

Besides rationalizing the performance of widely used DFT models of water, we believe that

our findings unveil fundamental relations between the shortcomings of some common DFT ap-

proximations and the requirements for accurate descriptions of molecular interactions, which

will aid the development of a consistent, DFT-based framework for data-driven simulations of

condensed-phase systems.
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1 INTRODUCTION

Accomplishing a unified, molecular-level understanding of the properties of water, from small gas-

phase clusters to the thermodynamic limit, has been a paramount objective in the physical sciences

since the first computer simulations.1,2 Despite its simple molecular structure, the physics of water

is complex, as it displays several anomalous properties in the condensed phase.3 Liquid water is a

topologically disordered system, where the perfectly tetrahedral hydrogen-bond network found in

ice4 is lost due to thermal fluctuations causing the hydrogen-bond network to rearrange within the

picosecond to nanosecond timescales.5,6 As a result, the free-energy landscape associated with the

hydrogen-bond network in liquid water is determined by the subtle competition between energetic

and entropic contributions, which is modulated by short-range low-order many-body interactions7

that are difficult to represent using purely classical models.8,9

In principle, within density functional theory (DFT), the multidimensional Born-Oppenheimer

potential energy surface of water can be exactly described by solving the Kohn-Sham equations.

However, the exact density functional is unknown, which has motivated and continues to moti-

vate the quest for a density functional approximation (DFA) capable of providing a quantitative

description of both the molecular and thermodynamic properties of water.10–33 It was found early

on that the simplest DFA, the local spin density approximation (LSDA),34–36 systematically over-

estimates the strength of hydrogen bonds and, consequently, is unable to provide even a qualitative

description of the structure of liquid water.37 Density functionals based on the general gradient

approximation (GGA), such as the Perdew-Burke-Erzerhoff (PBE) functional,38 yield more accu-

rate energetics but do not eradicate the over-structuring of liquid water.37,39 The systematic over-

binding predicted by the LSDA and GGA functionals originates from their inability to exactly

cancel self-Coulomb and self-exchange-correlation effects, an error known as the self-interaction

error (SIE).40

Exchange-correlation functionals that include a dependence on both the gradient of the elec-

tron density and the kinetic energy density, known as meta-GGA functionals,41 can often provide

improved description of water clusters and have, recently, become accessible for ab initio molecu-
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lar dynamics (AIMD) simulations, with and without including nuclear quantum effects (NQE).32

To this end, meta-GGAs such as the range-separated B97M-rV31,32,42 and the strongly constrained

and appropriately normed (SCAN)33,43 functionals have received particular attention in recent

years.44,45 For instance, it has been shown that classical and path-integral AIMD simulations of

water with the B97M-rV functional display accuracy comparable to the more expensive dispersion-

corrected hybrid revPBE0-D3 functional.32 Several studies have been reported focusing on assess-

ing the accuracy of SCAN and SCAN-based data-driven models for various properties of water,

including interaction, binding, and many-body energies of water clusters, as well as the structure,

density, and diffusion of liquid water.46–51

In recent years, there has also been significant progress in understanding how different DFAs

deviate from the exact density functional. Rigorously, one can quantify how a DFA deviates

from the exact density functional by decomposing the energy difference into functional-driven

and density-driven errors.52 This is the essence of density-corrected DFT (DC-DFT), a frame-

work that has emerged as a generalization of HF-DFT,53,54 for improving the accuracy of DFAs

through mitigation of density-driven errors in a cost-effective manner.55–57 It has recently been

demonstrated that DC-DFT may be particularly beneficial for the treatment of diversely-bonded

systems.58,59 The most common flavor of DC-DFT is HF-DFT in which the Kohn-Sham equations

are solved using the system’s density computed within the Hartree-Fock approximation. Since the

HF orbitals are SIE-free and HF scales as O(N4), HF-DFT is closer in computational cost to DFT

(O(N3)) compared to Møller-Plesset perturbation theory60,61 and coupled cluster (CC) theory.62

Building upon recent studies that focus on improving DFT-based representations of water, such

as the development of the generalized MB-QM63 framework and the many-body analysis of DC-

SCAN reported in ref,50 we investigate here the effect of functional-driven and density-driven

errors on describing the properties of water from the gas to the condensed phase within different

DFAs. Specifically, we asses the density-driven errors of various semi-local functionals, and apply

the MB-DFT formalism7,49,50,63 to density-corrected functionals in order to derive a set of data-

driven many-body potential energy functions (PEFs) for water simulations. We demonstrate that in
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cases where density-driven errors dominate, the derived MB-DFT(DC) PEFs elevate the accuracy

for water simulations for GGA and meta-GGA functionals. While this study is focused on water,

we believe that our findings provide fundamental insights into the shortcomings of some popular

DFAs which have direct implications for the accuracy of DFT-based data-driven models that are

nowadays routinely used in computer simulations of aqueous systems.

2 THEORY

2.1 Many-Body Potential Energy Functions

Consider an N-body system composed of N monomers (atoms or molecules). The potential energy

of this system, EN , is rigorously defined by the many-body expansion (MBE) which expresses EN

as the sum of n-body energy contributions,64

EN(r1, ..,rN) =
N

∑
i=1

ε1B(ri)+
N

∑
i=1

N

∑
j>i

ε2B(ri,r j)+
N

∑
i=1

N

∑
j>i

N

∑
k> j>i

ε3B(ri,r j,rk)+ ...+ εNB(r1, ..,rN)

(1)

Here, ε1B represents the distortion energy of an isolated monomer, such that ε1B(ri) = E(ri)−

E(req,i) where E(req,i) is the energy of the ith monomer in its equilibrium geometry (req,i). The

n-body energies, εnB, are defined recursively for 1≤ n≤ N by the expression

εnB = En(1, ...,n)−
N

∑
i=1

ε1B(ri)−
N

∑
i=1

N

∑
i< j

ε2B(ri,r j)−
N

∑
i=1

N

∑
i< j

∑
i< j<k

ε3B(ri,r j,rk)−·· ·

· · ·−
N

∑
i< j<k<...

ε(n−1)B(ri,r j,rk, ...)

(2)

It has been shown that the MBE converges quickly for nonmetallic systems, e.g., molecular sys-

tems with large band gaps and/or localized electron densities. Water, our system of interest, has

a band gap of ∼ 9 eV, and the sum of the two-body (ε2B) and three-body (ε3B) energy contribu-

tions correspond to ∼ 90−95% of the total interaction energy.64–71 Given its relatively large band

gap and the fast convergence of the MBE, several many-body potentials derived from high-level
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quantum-mechanical data have been reported in the literature for water,72–78 and more recently for

various aqueous systems.79–84

In order to asses how the mitigation of density-driven errors in different DFAs translates into the

ability of a given density functional to represent the properties of water from gas-phase clusters to

the liquid phase, we develop a family of density-corrected many-body PEFs called MB-DFT(DC)

PEFs. Briefly, a MB-DFT(DC) PEF approximates eq 1 to the sum of explicit 1B, 2B, and 3B

terms, along with Vpol , an implicit many-body term based on classical polarization representing all

n-body interactions for n > 3:

EMB−DFT(DC)
N (r1, ..,rN) =

N

∑
i=1

ε1B(ri)+
N

∑
i> j

ε2B(ri,r j)+
N

∑
i> j>k

ε3B(ri,r j,rk)+Vpol (3)

Within the MB-DFT(DC) formalism, each term of eq 3 is fitted to reproduce the value calculated

with the corresponding DC-DFT model. Further details regarding the calculations of each εnB term

of the MB-DFT(DC) PEFs can be found in the Supporting Information as well as in our previous

work.63

2.2 Density-Corrected DFT

The form of the exact functional E[ρ(r)] that determines the ground-state electronic energy is un-

known. For this reason, all practical applications of DFT employ approximations of the functional,

Ẽ[ρ(r)] = F̃ [ρ(r)]+
∫

drVext(r)ρ(r) (4)

The approximate one-electron density functional F̃ [ρ] is independent of the second term of eq 4

where Vext(r) is the external potential acting on the N-body system, and is defined as

F̃ [ρ(r)] = Ts[ρ(r)]+ J[ρ(r)]+ṼXC[ρ(r)] (5)
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Here, Ts[ρ(r)] is the Kohn-Sham (noninteracting) kinetic energy, and J[ρ(r)] is the Coulomb

electron-electron interaction. The last term of eq 5, ṼXC[ρ(r)], is the exchange-correlation po-

tential containing the non-classical electron-electron interaction terms. Note that approximating

F [ρ] implies that all physical quantities determined by ρ(r) will also be approximate.

Let ρ̃ and Ẽ be the approximate ground-state electron density and energy, respectively. The de-

viation of a DFA from the exact treatment can be quantified through the classification of functional-

driven and density-driven errors, with the overall error on the energy given by

∆E = Ẽ[ρ̃]−E[ρ] = ∆EF +∆ED (6)

Here, ∆EF defines the functional-driven error, i.e., the error made by F̃ on ρ(r):

∆EF = F̃ [ρ]−F [ρ] (7)

The error due to ρ̃(r) defines the density-driven error ∆ED:

∆ED = Ẽ[ρ̃]− Ẽ[ρ] (8)

In principle, provided with the exact density, DC-DFT can enable a systematic analysis of functional-

driven and density-driven errors in any DFA. Since the exact density is unknown, the most common

flavor of DC-DFT is HF-DFT, where ρHF, the density of the system computed at the Hartree-Fock

level of theory, is used to solve the Kohn-Sham equations in a non-self-consistent fashion. Herein,

DC-DFT is employed in the form of HF-DFT, and we preserve the DC-DFT notation as the results

discussed in Section 3 do not strictly depend on ρHF. The density-corrected energy EDC is then

approximated non-self-consistently as:

EDC ' EHF +

(
ẼXC[ρ

HF]−EHF
X

)
(9)
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Self-interaction induces the delocalization error, which combined constitute the density-driven er-

rors. By construction, ρHF is SIE-free, which implies that EDC in eq 9 can be assumed to be, to a

good approximation, free from density-driven errors.85 However, it should be noted that the lack

of correlation in HF introduces artificial overlocalization to the electron density.

2.3 Second-Generation ALMO-EDA

For a given density functional F̃ [ρ(r)], the second generation absolutely localized molecular orbital

energy decomposition analysis (ALMO-EDA) method (often referred to as EDA2) decomposes the

computed intermolecular interaction energy, Eint, into a sum of physical contributions.86,87 In brief,

the strength of the second-generation ALMO-EDA method lies in the orthogonal decomposition of

the density matrix associated with the frozen wavefunction of the system into a sum over a set of

individual fragments with modified density matrices. The interaction energy can then be separated

into independent contributions as

Eint = Epol +Efrz +ECT (10)

where Epol, Efrz, and ECT are the polarization, unrelaxed frozen, and charge-transfer energies of

the overall system, respectively.

In eq 10, Epol describes the induced electrostatic interactions resulting from the relaxation of ρ̃k

such that each monomer in k polarizes every other monomer within its polarization subspace.86,87

Efrz can be further separated into dispersion-free frozen (EDF) and dispersion (Edisp) contributions:

Efrz = Eelec +EPauli︸ ︷︷ ︸
EDF

+Edisp (11)

Here, Eelec is the Coulomb interaction between distorted fragment densities ρ̃k, EPauli is the Pauli

repulsion, and Edisp is the 2B dispersion energy, evaluated as the difference between the total

exchange-correlation energy and the dispersion-free portion which is calculated using an auxil-
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iary dispersion-free functional. In this work, Edisp is isolated from the other two energy terms

that constitute EDF. The charge transfer energy (ECT), which describes the donor-acceptor orbital

interactions between fragments, is calculated by subtracting Efrz and Epol from the interaction en-

ergy. For further details regarding the ALMO-EDA method, we refer the reader to the original

references.86,87

2.4 COMPUTATIONAL DETAILS

2.4.1 Electronic Structure Calculations

All electronic structure calculations were performed with a development version of the Q-Chem

5 software88 using the aug-cc-pVQZ basis set89,90 The DC-DFT calculations were carried out in

two steps: an initial self-consistent Hartree-Fock calculation was performed to generate the HF

orbitals that were then used in the subsequent non-self-consistent DFT calculation to obtain the

corresponding DC-DFT energy. The exchange-correlation functionals considered in this study are:

the Becke-exchange Lee-Yang-Parr-correlation (BLYP)91,92 and revised Perdew-Burke-Ernzerhof

(revPBE)38,93 GGA functionals, with empirical corrections to the 2B dispersion energy calculated

using the Grimme D3 parameters94 as well as the optimized-power D3 parameters,95 and the

SCAN43 and the B97M-rV42 meta-GGA functionals.

The (H2O)n = 2− 10 structures used in the analyses presented in Sections 3.1 and 3.4 were

obtained from the BEGDB dataset,96 with the structures optimized at the RI-MP2/aug-cc-pVDZ

level of theory.97 The (H2O)6 geometries used in the analysis of Section 3.4 were obtained from

ref 98, and were originally optimized at the MP2 level of theory.

The interaction energies discussed in Sections 3.1 and 3.4 are defined as the difference between

the total energy of the (H2O)n cluster (En−mer) and the sum of the energies of the individual n water

molecules in the same distorted geometries as in the cluster (EH2O),

Eint = En-mer−
n

∑
i=1

EH2O
i (12)
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2.4.2 MB-DFT and MB-DFT(DC) Potential Energy Functions

Four MB-DFT and their corresponding MB-DFT(DC) PEFs were developed for the BLYP-D3,

revPBE-D3, B97M-rV and SCAN functionals, and the density-corrected functionals DC-BLYP-

D3, DC-revPBE-D3, DC-B97M-rV, and DC-SCAN, respectively. The 1B, 2B, and 3B training sets

used in the development of both the MB-DFT and MB-DFT(DC) PEFs comprise 5000 monomers,

42508 dimers, and 12347 trimers, respectively. The 1B training set was generated using the MB-

Fit software,99 following the procedure described in our previous studies.63,83,84 The 2B and 3B

terms of eq 3 were developed using the same training sets used in the development of the MB-pol

PEF.76,77 Further details related to the development of the MB-DFT and MB-DFT(DC) PEFs can

be found in the Supporting Information.

2.4.3 Many-Body Molecular Dynamics Simulations

All molecular dynamics (MD) simulations were performed in periodic boundary conditions for

N = 256 water molecules in the canonical (NVT: constant number of molecules, volume, and tem-

perature) and isobaric-isothermal (NPT: constant number of molecules, pressure, and temperature)

ensembles using the MBX/i-PI interface.100 NVT simulations were carried out at a temperature

of 298 K, and the system’s density was fixed to the experimental value of 0.997 g·cm−3 using a

cubic box of length `= 19.7295 Å. The NPT simulations were carried out at a pressure 1 atm and

a temperature of 298 K. In both NVT and NPT of simulations, the temperature was controlled by

a Langevin thermostat with a relaxation time of 25 fs, while the pressure in the NPT simulations

was controlled by the Bussi-Zykova-Timan-Parrinello barostat101 with a relaxation time of 0.25

ps. The equations of motion were integrated with a time step of 0.5 fs. After equilibration, all MD

simulations were carried out for 100 ps.

Besides calculating the radial distribution functions (RDFs), the structure of liquid water pre-

dicted by the MD simulations carried out with the different MB-DFT and MB-DFT(DC) PEFs is
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characterized by analyzing the tetrahedral order parameter qtet defined by:102

qtet = 1− 3
8
·

3

∑
j=1

4

∑
k= j+1

(
cos(ψ jk)+

1
3

)
(13)

Here, ψ jk is the angle between the oxygen of the central water molecule and the oxygen atoms

of the two neighboring water molecules. When qtet = 1, the water molecules are in a perfect

tetrahedral arrangement, and qtet = 0 represents the ideal gas limit.

3 Results and Discussion

3.1 Interaction Energies for the (H2O)n=2−10 Clusters

The interplay between functional-driven and density-driven errors effectively determines the accu-

racy of a density functional. Correcting the density-driven errors can then reveal, to a good approx-

imation, how the functional-driven errors affect the ability of a given density functional to correctly

describe a molecular system. We begin to develop our understanding of these errors for water sim-

ulations by calculating the interaction energies Eint of the 38 water clusters, (H2O)n where 2≤ n≤

10, contained in the BEGDB dataset.96,97 The interaction energy Eint is calculated using selected

density functionals that are routinely used in water simulations, namely, BLYP-D3(0), BLYP-

D3(op), revPBE-D3(0), revPBE-D3(op), B97M-rV and SCAN, as well as their density-corrected

counterparts, DC-BLYP-D3(0), DC-BLYP-D3(op), DC-revPBE-D3(0), DC-revPBE-D3(op), DC-

B97M-rV and DC-SCAN. The errors in Eint associated with the DFT and DC-DFT calculations are

defined with respect to the corresponding CCSD(T) reference values of the BEGDB dataset. As

defined in Section 2, in the case of dispersion-corrected GGA functionals, we evaluate the effect of

the dispersion correction on Eint, comparing the energies obtained with the original Grimme D3 pa-

rameters, DFT-D3(0),94 with the more recently developed optimized-power D3 parameterization,

DFT-D3(op).95

The interaction energies calculated with the DFT and DC-DFT functionals considered in this
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Figure 1: Absolute error of the interaction energy, |∆Eint|= |Emodel
int −Eref

int | for the 38 (H2O)n=2−10
structures within the BEGDB data set.

study are reported in Figure 1 for all 38 clusters in the BEGDB dataset. All DFT and DC-DFT mod-

els predict Eint within ∼ 0.5 kcal/mol of the CCSD(T)/CBS value for the water dimer. However,

larger deviations become apparent starting from the trimer. Figure 1 shows that BLYP-D3(0) pro-

vides the closest agreement with the CCSD(T) results for all the 38 clusters, followed by B97M-rV,

consistently yielding interaction energies that are∼0.25 kcal/mol higher than the reference values.

In the case of revPBE-D3(0), Eint is consistently overestimated by ∼3 kcal/mol, while, on the

other end, SCAN systematically underestimates Eint. In addition, the D3(op) dispersion correc-

tion quantitatively improves the accuracy of revPBE, compared to the standard “zero-damping”

revPBE-D3(0). The difference between revPBE-D3(op) and revPBE-D3(0) has far-reaching con-

sequences, including significant effects on individual n-body energies which are discussed in the

following sections. While D3(op) also quantitatively improves the performance of BLYP, the ef-

fect of the D3(op) damping is minimal. The implications of these results are discussed in detail in

Section 3.3.

The density-correction has the same general effect on all density functionals examined in this

study, shifting the interaction energies such that Eint[ρ
HF] > Eint[ρ̃] is always true, as the density-
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Figure 2: Absolute error per monomer for the total interaction energy |∆eint| calculated relative
to CCSD(T)/CBS reference values using all density functionals considered in this study. |∆eint | is
shown for all the 38 structures, (H2O)n=2−10, of the BEGDB dataset.

driven errors artificially overstabilize the water clusters by means of SIE and delocalization errors,

albeit it does not necessarily imply a systematic trend of error increase/decrease. Minimizing the

density-driven errors drives the energetics of BLYP-D3, revPBE-D3, and B97M-rV further away

from the CCSD(T)/CBS reference. Interestingly, the effect on SCAN is a remarkable increase in

accuracy, such that DC-SCAN shows excellent agreement with CCSD(T)/CBS as already noted in
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ref 50.

To gain further insight into the results of this analysis, in Figure 2 we report the absolute

error per monomer for self-consistent and density-corrected GGA-D3(op), B97M-rV, and SCAN

functionals. Here, the absolute error per monomer ∆eint for a given H2O)n cluster is given by

∆eint =

∣∣Emodel
int −Eref

int

∣∣
n

(14)

BLYP-D3(op) consistently displays small ∆eint across the BEGDB dataset. Minimizing the density-

driven error increases the magnitude of ∆eint for BLYP-D3, revPBE-D3, and B97M-rV. In this re-

gard, the Hartree-Fock orbitals seem to have the same effect on these three functionals, resulting in

the following trend: EDC−revPBE−D3
int > EDC−BLYP−D3

int > EDC−B97M−rV
int . Within both DFT and DC-

DFT, revPBE-D3 (with either the D3(0) or the D3(op) correction) displays the largest ∆eint, among

these three functionals. Remarkably, DC-SCAN represents a ∼ 20-fold increase in accuracy over

SCAN, consistently predicting interaction energies at “gold standard” CCSD(T)/CBS accuracy.50

The statistics of the analysis shown in Figure 2 are summarized in Table 1, where the mean

absolute errors (MAE) per monomer, are reported in kcal/mol for (H2O)n for n = 2− 10. The

MAE per monomer 〈∆eint〉 is given by

〈∆eint〉=
1
N

N

∑
i=1

∆eint,i

n
(15)

where n is the number of water molecules (i.e., monomers) in a given (H2O)n cluster, and N is

the number of isomers of a given (H2O)n cluster in the BEGDB dataset. Consistently, SCAN

displays the largest MAE within DFT, but the lowest MAE within DC-DFT. As an example, we

consider the water hexamer, where 〈∆eint〉 is 0.87 kcal/mol for SCAN and 0.03 kcal/mol for DC-

SCAN. Interestingly, the opposite trend is observed for the revPBE results, for which 〈∆eint〉 is 0.30

kcal/mol for revPBE-D3(op) and 1.14 kcal/mol for DC-revPBE-D3(op). Although not explicitly

summarized in Table 1, a remark is to be made about revPBE-D3(0). All the 〈∆eint〉 values ob-

tained with revPBE-D3(0) are by far the largest among the functionals examined in this study, with
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Table 1: Mean absolute errors (MAE) per monomer in the interaction energies, 〈∆eint〉, for (H2O)n
clusters with n = 2− 10 calculated relative to the CCSD(T)/CBS reference values using all the
DFT and DC-DFT models examined in this study. 〈∆eint〉 is reported in kcal/mol.

Cluster Method BLYP-D3(op) revPBE-D3(op) B97M-rV SCAN

(H2O)2
DFT 0.04 0.13 0.02 0.22

DC-DFT 0.31 0.39 0.17 0.05

(H2O)3
DFT 0.10 0.27 0.08 0.62

DC-DFT 0.35 0.86 0.36 0.02

(H2O)4
DFT 0.05 0.19 0.06 0.81

DC-DFT 0.76 0.95 0.48 0.04

(H2O)5
DFT 0.03 0.19 0.08 0.77

DC-DFT 0.74 1.00 0.46 0.02

(H2O)6
DFT 0.05 0.30 0.06 0.87

DC-DFT 0.91 1.14 0.63 0.03

(H2O)7
DFT 0.04 0.22 0.04 0.91

DC-DFT 0.88 1.12 0.60 0.03

(H2O)8
DFT 0.09 0.22 0.08 1.10

DC-DFT 1.03 1.29 0.73 0.05

(H2O)9
DFT 0.09 0.21 0.06 1.06

DC-DFT 1.01 1.27 0.72 0.05

(H2O)10
DFT 0.09 0.22 0.05 1.08

DC-DFT 1.03 1.30 0.74 0.06

〈∆eint〉 of ∼ 2 kcal/mol within DFT and ∼ 1.5 kcal/mol within DC-DFT. The notable difference

between revPBE-D3(0) and revPBE-D3(op) is due to the contribution of the dispersion correction

to the total energy, indicating that the parameters in the empirical D3(0) correction for the revPBE-

D3(0) functional are inappropriate for water, a point that will be further illustrated in Section 3.3.

While minimizing the density-driven errors in revPBE-D3(0) improves the interaction energies,

DC-revPBE-D3(0) still displays a larger MAE (by ∼ 0.5 kcal/mol) than DC-revPBE-D3(op).

In the case of BLYP, a minimal effect is seen when comparing the D3(0) and D3(op) correc-

tions, as their ∆eint values are effectively identical (0.05 kcal/mol within DFT and 0.85 kcal/mol

within DC-DFT), with the difference between the MAE of BLYP-D3(0) and BLYP-D3(op) being

less than 0.01 kcal/mol in both DFT and DC-DFT. Similar to revPBE, the energetics of BLYP

worsens upon applying the density correction, indicating that the errors in BLYP calculations for

water are primarily functional-driven.
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Despite both being meta-GGA functionals, SCAN and B97M-rV show different behavior.

First, B97M-rV outperforms SCAN in self-consistent calculations of Eint, evidenced by an 〈∆eint〉

of ∼ 0.06 kcal/mol for the (H2O)6 cluster, which is ∼ 14 times lower than that of SCAN. On

average, B97M-rV displays a MAE that is more than 10 times smaller than that of SCAN for clus-

ters with n = 2− 10 water molecules. These results are in agreement with previous assessments

where B97M-rV was found to be, overall, the most accurate meta-GGA functional.103 In partic-

ular, B97M-rV was shown to be very accurate for non-covalent interactions.42 Figure 2 shows

that both B97M-rV and BLYP-D3(op) display similar behavior, in that they predict Eint within fair

agreement with the CCSD(T)/CBS reference values. Hence, upon using a more accurate density,

the worsening of the interaction energy predictions indicates error compensation between ED and

EF for both BLYP-D3(op) and B97M-rV. Similar trends have been observed for rev-PBE-D3(op) as

well, where the density correction deteriorates the energetics with respect to the reference values,

suggesting a similar error cancellation.

Unlike the other semi-local functionals, SCAN behaves differently as the SCAN interaction en-

ergies are significantly worse than BLYP-D3(op), revPBE-D3(op) and B97M-rV, displaying 〈∆eint〉

within 0.62-1.08 kcal/mol for (H2O)n clusters with n = 3− 10. Use of the Hartree-Fock orbitals

leads to remarkable agreement with the reference values, as 〈∆eint〉 lies within 0.02 to 0.06 kcal/mol

for all (H2O)n clusters with n = 2−10. This implies that the errors is SCAN calculations for water

are primarily dominated by density-driven errors (ED in eq 6).

The magnitude of density-driven errors can be approximated by taking the difference between

the DFT and DC-DFT energies. From Figure 2, it is apparent that ED is smallest for B97M-rV

among the investigated functionals. In this spirit, it is also evident that SCAN is the only functional

where it is clear that the magnitude of the density-driven errors is significantly larger than that of

the functional-driven errors. At this point, it is relevant to ask what makes SCAN different from

B97M-rV, a contemporary meta-GGA functional, in terms of the magnitude of functional- and

density-driven errors for water. The primary difference between these two meta-GGA functionals

is that SCAN is a non-empirical density functional,43 whereas B97M-rV is a combinatorially op-
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timized semi-empirical functional.42 The SCAN functional was constructed to satisfy all 17 exact

constraints known for semi-local meta-GGA functionals. Thus, if a more accurate density is pro-

vided, SCAN performs remarkably well due to its small functional-driven errors, as it satisfies all

the necessary constraints and was not a priori optimized for any particular class of system. On the

other hand, B97M-rV was developed with 12 fitted parameters: 4 exchange parameters, 4 same-

spin correlation parameters, and 4 opposite-spin correlation parameters. These parameters were

optimized using an extensive range of datasets. However, it is yet to be seen if B97M-rV satisfies

all the required constraints known for meta-GGA functionals. The fact that ∆ESCAN
F < ∆EB97M−rV

F

indicates that, while B97M-rV is significantly more accurate than SCAN in predicting the interac-

tion energies of water clusters (or similar systems), the physics behind SCAN is potentially more

robust, resulting in the possibility of systematically improving its accuracy for a wider class of

diversely bonded systems.

Finally, our analysis reveals a non-linear dependence of both functional-driven and density-

driven errors on system’s size (see Figures S2 and S3 in the Supporting Information). In the case of

self-consistent BLYP-D3, revPBE-D3 and B97M-rV, 〈∆eint〉 does not increase with n, while it does

for self-consistent SCAN. Using ρHF to calculate the interaction energies allows for effectively

approximating EF because the remaining density-driven error is in principle E[ρ̃HF]−E[ρexact]�

∆ED, where ∆ED is defined in eq 8. In this regard, our analysis indicates that ∆EF depends on the

system’s size for DFAs where ∆EF > ED. The SCAN functional applied to water, however, is a

special case since ∆ED > ∆EF such that the density-driven errors drive the size-dependence of the

error on the interaction energy. As a consequence, 〈∆eDC−SCAN
int 〉 is effectively independent on the

system’s size. The size-dependence of functional-driven and density-driven errors in semi-local

functionals shines light into the origin of the error cancellation that allows certain functionals to

be successful in representing some properties of liquid water while, at the same time, failing to

predict the properties of water clusters.9,104–108
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3.2 Density Analysis

The magnitude of density-driven errors is reflected in ∆ED, which defines how well a given F̃ [ρ]

approximates the electron density of the system in question. It is well known that semi-local

functionals do not manage to cancel out the entirety of self-exchange and self-correlation, often

leading to large SIE. Hybrid functionals reduce the SIE by describing ṼXC[ρ] as a fractional sum

of exact exchange and the exchange-correlation energy calculated by a GGA or meta-GGA func-

tional. Because the SIE constitutes a significant fraction of ∆ED, it is reasonable to assume that

the density-driven error of a hybrid functional109 is smaller than that of its semi-local parent func-

tional.

In this section, we aim to understand density-driven errors directly from the electronic den-

sities. To this end, we approximate the density-error as the difference between the ground-state

electronic density predicted by a given functional with respect to the Hartree-Fock density, i.e.,

∆ρ(r) ≈ ρ̃(r)−ρHF(r). Figure 3a-b show 3-dimensional representations of ∆ρ(r) for the water
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Figure 3: Illustration of the density-difference in the donor-acceptor pair of the water dimer for
a) BLYP relative to B3LYP, and b) B97M-rV relative to ωB97M-V. The density error, defined as
∆ρ(x)≈ ρ̃(x)−ρHF is shown in c) for the four functionals in units of e/a0.
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dimer calculated with BLYP (transparent iso-surface) and B3LYP (solid iso-surface) (panel a), and

B97M-rV (transparent iso-surface) and ωB97M-V (solid iso-surface). The iso-surface |∆ρ(r)| =

0.008 e/a3
0 is shown in both cases, where the red shade corresponds to negative values, i.e., it in-

dicates the withdrawal of electron density, and blue shades corresponds to positive values, i.e., it

indicates the deposition of electron density.

The BLYP iso-surface has a surface area S of 37.35 a2
0 which gets contracted to 17.47 a2

0 for the

B3LYP functional. Compared to B3LYP, BLYP provides a higher electron density on the donor

hydrogen of the water molecule which acts as the hydrogen-bond donor. In constrast, the electron

density decreases near the oxygen atoms, which becomes more evident for BLYP. This leads to

comparatively stronger hydrogen bonds for BLYP, which leads to over-binding and, consequently,

artificially more dense liquid phase.110 Addition of a fraction of exact exchange substantially re-

duces the density-driven errors , which improves the description of hydrogen-bonding interactions

in water.63 Climbing up to the third rung of Jacob’s ladder of DFAs partially reduces over-binding,

as S is equal to 12.55 a2
0 for the iso-surface calculated with B97M-rV, and is further reduced to

∼ 7.54 a2
0 for the range-separated and hybrid ωB97M-V functional. The smaller density-driven

error associated with B97M-rV is in line with the results of Figure 2, which show that B97M-rV

displays the lowest density-driven errors among all the functionals examined in this study.

Figure 3c shows ∆ρ projected along the hydrogen-bond axis (x̂) between the H atom of the

donor molecule and the O atom of the acceptor molecules. Similar to Figures 3a-b, the H atom

of the donor molecule shows an inflated electron density, which is drastically overestimated by

BLYP. The other three density functionals show a somewhat similar ∆ρ profiles near the H atom

of the donor molecule. For all density functionals, ∆ρ shows a dip near the O atom of the acceptor

molecule (x ∼3 a0). This dip represents partial removal of electron density and follows the trend

∆ρ(x)BLYP < ∆ρ(x)B3LYP < ∆ρ(x)B97M−rV < ∆ρ(x)ωB97M−V.

Overall, the analyses of Figure 3 demonstrate that the self-consistent GGA density provides a

poor description of the electron density along the hydrogen bond of the water dimer, which results

in an incorrect description of hydrogen-bonding interactions in water.
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3.3 ALMO-EDA calculations for (H2O)n=2−10

The accuracy of BLYP-D3, revPBE-D3, B97M-rV, and SCAN is further assessed by means of

second-generation ALMO-EDA calculations that provide fundamental insights into the ability of

these functionals to accurately represent Eint as a sum of individual energy contributions as defined

in Section 2.3. To this end, we performed ALMO-EDA calculations for (H2O)n=2−10 clusters to

determine possible relationships between the construction of a density functional and its ability to

model a given water system as a function of its size. All the energy components were benchmarked

against the ωB97M-V/auc-cc-pVQZ level of theory, as ωB97M-V has not only been successful to

reproduce the liquid water’s structure7 but also provides many-body energies with minimal loss of

accuracy compared to the CCSD(T)/CBS.7,63

In Figure 4, we show the signed error per monomer, ∆e = (Emodel−Eref)/n, of each individual

energy contribution to Eint for all 38 structures in the BEGDB dataset. In general, all four density

functionals examined in this study display similar behavior in describing Epol when compared to

the reference values. For small clusters the four functionals predict very similar values for Epol,

but tend to deviate from ωB97M-rV at different rates as the cluster size increases. Nonetheless

it should be noted that ∆epol is always small compared to the errors associated with the other

components of the interaction energy.

The distinct nature of the four functionals is highlighted in their ability to describe the dispersion-

free frozen energy term, EDF = Eelec +EPauli. Figure 4b shows that none of the functionals exam-

ined here are able to completely reproduce the ωB97M-V values for EDF, with B97M-rV providing

the closest agreement for all the 38 structures. On the other hand, SCAN systematically underes-

timates EDF by ∼ 0.4 kcal/mol per monomer. In the case of the GGA functionals (BLYP-D3

and revPBE-D3), the ALMO-EDA calculations indicate that the observed over-binding of the wa-

ter clusters (Figure 1) arises primarily from the systematic over-estimation of EDF. Furthermore,

∆eDF appears to depend on the cluster’s size, with all functionals providing similar values for the

2Cs structure, but then predicting larger deviations as the cluster size increases. For example, ∆eDF

has a value of 0.22 kcal/mol (BLYP-D3) and 0.18 kcal/mol (revPBE-D3) for the water dimer, and
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Figure 4: Signed error per monomer associated with each individual contribution to Eint as defined
by the ALMO-EDA method. a) ∆epol, b) ∆eDF, c) ∆edisp, and d) ∆eCT. All values are reported in
kcal/mol for the 38 (H2O)n=2−10 clusters of the BEGDB data set. See main text for details.

reaches 1.07 (BLYP-D3) and 0.71 kcal/mol (revPBE-D3) at the water decamer. In contrast, inde-

pendently of the system’s size, B97M-rV and SCAN accurately predict EDF, as 〈∆eB97M−rV
DF 〉 and

〈∆eSCAN
DF 〉 are 0.15 and 0.36 kcal/mol, respectively.

In the case of revPBE, the ALMO-EDA calculations provide further insights into the impor-

tance of an accurate selection of the dispersion correction. From Figure 4, it is clear that the
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dispersion correction applied to revPBE-D3 results in large deviations from the reference data,

with revPBE-D3(op) performing relatively better than revPBE-D3(0), as already noted in Sec-

tion 3.1. The ALMO-EDA results demonstrate that the difference in Eint between revPBE-D3(op)

and revPBE-D3(0) originates from the choice of dispersion parameters adopted by the two den-

sity functionals. For example, for the 6BAG structure, the lowest-energy hexamer in the BEGDB

dataset, ∆Edisp is equal to 7.56 kcal/mol (1.26 kcal/mol per monomer) with revPBE-D3(0), and is

reduced to 4.86 kcal/mol (0.81 kcal/mol per monomer) with revPBE-D3(op). The ∆edisp of both

PBE-D3(op) and PBE-D3(0) are shown for the BEGDB (H2O)6 structures in the Supplementary

Information. It should be noted that the D3(0) correction is the most common form of dispersion

correction used in AIMD simulations of water with the revPBE functionals.104–108 The present

analysis indicates that it would be beneficial to move beyond the D3(0) correction in AIMD simu-

lations of water and suggests that some caution should be exercised when selecting an appropriate

dispersion correction for the development of data-driven and machine-learned models of water

based on DFT simulations.

All density functionals considered in this study underestimate ECT relative to the ωB97M-V

reference value, along the following trend: B97M-rV > SCAN > revPBE-D3 ' BLYP-D3. In

describing the charge-transfer contribution, BLYP-D3 and revPBE-D3 become indistinguishable.

The ALMO-EDA analyses presented here also shine light into the surprising accuracy obtained

using the BLYP-D3 functional for the interaction energies of the BEGDB dataset (Figure 1 and 2).

In particular, Figure 4 suggests that there is a pronounced error cancellation between EDF and ECT

calculated with BLYP-D3. Partial error cancellation also occurs in the case of revPBE-D3, while

both ∆EDF and ∆ECT calculated with SCAN have the same sign, significantly contributing to the

over-binding observed for the water clusters.49

Finally, in order to gain insight into the reliability of DFT predictions for water, we further ana-

lyze the two energy contributions the electrostatic energy obtained using orthogonal frozen decom-

position (Eelec) and the charge-transfer energy (ECT) that display the largest errors. In Figure 5a,

we show the mean absolute errors associated with BLYP-D3(op), revPBE-D3(op), B97M-rV, and
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Figure 5: Mean absolute errors per monomer of independent energy contributions as a function
of water molecules. In (a) 〉∆eelec is shown for permanent electrostatics, and (b) 〉∆eCT is shown
charge-transfer energies, for (H2O)n, with n= 2−10, relative to the ωB97M-V reference energies.

SCAN calculations of Eelec relative to the ωB97M-V reference values. revPBE-D3(op) consis-

tently provides the closest agreement with ωB97M-V, displaying a 〈eelec〉 of ∼0.16 kcal/mol that

is effectively independent of the cluster’s size. This indicates that, while revPBE suffers from large

functional-driven and density-driven errors, it predicts electrostatic interactions of water within

quantitative accuracy. Since hydrogen-bond forming and breaking in water are largely driven by

electrostatic fluctuations in the hydrogen-bond network, these results may explain why revPBE

provides a reasonably accurate description of the structure of liquid water at ambient conditions.106

Furthermore, this analysis provides further support for the observation made in ref 58 that the

DC-PBEα-D4 functional (where α is the percentage of HF exchange) outperforms DC-BαLYP-

D4, DC-TPSSn, and DC-SCANα in three benchmark datasets where electrostatic interactions are

dominant. In the case of (H2O)10, taking the 10PP1 structure as an example, Eelec predicted by

revPBE-D3(op) lies within ∼ 0.32 kcal/mol of the reference value, while the 〈∆eelec〉 associated

with BLYP-D3(op) is larger than 6 kcal/mol. B97M-rV and SCAN predict Eelec with an abso-

lute error of 5.33 kcal/mol and 3.76 kcal/mol, respectively. While Figure 5 shows the absolute

mean errors associated with Eelec, it should be noted that the GGA and meta-GGA functionals
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examined in this study differ qualitatively, with BLYP-D3(op) and revPBE-D3(op) systematically

underestimating Eelec, and B97M-rV and SCAN systematically overestimating Eelec.

From Figure 5b, it is clear that the errors in the charge-transfer energy vary with the size of

the water cluster for all four functionals. As the density-driven error determines the accuracy of

charge-transfer energies, the two GGA functionals (BLYP-D3(op) and revPBE-D3(op)) predict

ECT with similar accuracy, while SCAN displays a larger error than B97M-rV as well as a more

pronounced increase in error as a function of the cluster size. As a result, while the B97M-rV

and SCAN display similar 〈∆eCT〉 values of 0.46 kcal/mol and 0.75 kcal/mol, respectively, for the

water dimer, the difference between the two functionals quadruples for the water decamer.

3.4 Analysis of Many-Body Energies for the Water Hexamer

3.4.1 Interaction Energies within MB-DFT(DC)

Since within DC-DFT the Kohn-Sham equations are not solved self-consistently and require ρHF(r),

the application of DC-DFT in AIMD simulations is not straightforward. However, with recent

advances in the development of data-driven many-body PEFs,49,63,80 DC-DFT-based molecular

dynamics simulations are now possible, as demonstrated in ref. 50. To further rationalize the in-

terplay between functional-driven and density-driven errors in modeling water from the gas to the

liquid phase, in this section, we investigate the contributions of n-body energies to the interaction

energies calculated using the DFT and DC-DFT functionals as well as the corresponding MB-

DFT7,63 and MB-DFT(DC)50,63 PEFs. The fully-consistent MB-DFT and MB-DFT(DC) models

were developed as described in Section 2.1 and 2.4.2, with dipole polarizabilities computed ab ini-

tio111,112 from their corresponding DFT models, and the atomic charges113 computed from their

corresponding hybrid functionals (e.g., the atomic charges of MB-B97M-rV were obtained from

ωB97M-V calculations), similar to what has been done in ref 63. The correlation plots to validate

the accuracy of the 2B and 3B energies of the MB-DFT and MB-DFT(DC) models are included

in the Supporting information (Figure S5). The MB-DFT(DC) PEFs reproduce the DC-DFT ref-

erence data for 1B, 2B, and 3B energies, with root mean square deviations (RMSDs) of ∼ 0.08,
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Figure 6: Illustrations of the first eight low-energy isomers of the water hexamer, (H2O)6, as
considered in this study. Structures obtained from ref .114

∼ 0.13, and ∼ 0.03 kcal/mol, respectively. The reference geometries and n-body energies of the

isomers of the water hexamer discussed in this section were taken from ref 114.

We begin by assessing the interaction energies of the first eight low-energy isomers of the

(H2O)6 cluster shown in Figure 6. In Figure 7, the interaction energies are shown for both the

DFT (panel a) and DC-DFT (panel b) models relative to the CCSD(T)/CBS reference energy of

the prism isomer, i.e.,

Erel
int,isomer = Emodel

int,isomer−ECCSD(T)
int,prism . (16)

Consistent with our previous analyses, SCAN systematically underestimates the relative inter-

action energy.50 For the prism isomer, SCAN displays an error of -5.84 kcal/mol, while BLYP-

D3(op) provides the highest accuracy, with an error of -0.20 kcal/mol. The B97M-rV and revPBE-

D3(op) functionals display errors of -0.94 kcal/mol and 1.43 kcal/mol, respectively. As shown in

Section 3.1, the accuracy of BLYP improves going from the D3(0) to the D3(op) dispersion cor-

rection, with the error for the prism isomer decreasing by ∼ 0.7 kcal/mol The same change in the

dispersion correction results in a significantly larger improvement (∼ 2.2 kcal/mol) in the case of

the revPBE functional.

25



When the HF density is used to calculate the interaction energies as shown in Figure 7b, DC-

SCAN displays a mean error of -0.3 kcal/mol, as already reported in ref 50. The performance of

the other three functionals worsens upon applying the density correction, although the increase in

error is higher for DC-BLYP-D3 and DC-revPBE-D3 than DC-B97M-rV, since B97M-rV displays

smaller density-driven errors (Sections 3.1 and 3.2).

Figure 7 also shows that the MB-DFT (panel c) and MB-DFT(DC) (panel d) PEFs closely

reproduce the interaction energies of their corresponding DFT and DC-DFT functionals. It is,

however, noteworthy to mention that for cyclic geometries, the MB-BLYP-D3(0,op), MB-revPBE-

D3(0,op), and MB-B97M-rV PEFs display slightly larger errors than their DFT counterparts. Over-

all, the 〈∆Eint〉 values for MB-BLYP-D3(op), MB-revPBE-D3(op), and MB-B97M-rV are ∼1.25,

∼3.18, and ∼ 0.96 kcal/mol, respectively. Interestingly, MB-SCAN has a mean error of -4.10

kcal/mol, which is ∼1 kcal/mol smaller than the mean error associated with SCAN. In Figure 7d,

the high accuracy of MB-SCAN(DC) (〈∆EMB−SCAN(DC)
int 〉 ∼ 0.52 kcal/mol) is evident compared to

the other MB-DFT(DC) PEFs.

3.4.2 Many-body Decomposition Analysis

Further insight into the nature of molecular interactions in water can be gained through the de-

composition of the interaction energies into individual many-body contributions. In Figure 8 the

errors (∆εnB) associated to each term of the many-body expansion (eq 1) of the interaction en-

ergy of the prism isomer is plotted for both the DFT and DC-DFT functionals, as well as for their

corresponding MB-DFT and MB-DFT(DC) PEFs.

It is clear that the selection of the D3 parameters has important consequences in the case of

revPBE-D3, as the error in the 2B energy is ∼ 2 kcal/mol smaller for revPBE-D3(op) compared to

revPBE-D3(0). Consistent with the analyses discussed in Section 3.1, SCAN displays the largest

error at the 2B level, underestimating ε2B by ∼ 5.8 kcal/mol. Interestingly, BLYP-D3(0) and

BLYP-D3(op) are the only density functionals with 3B errors larger than 2 kcal/mol, which also

suggests pronounced error cancellation in the corresponding interaction energy since the 2B and
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Figure 7: Interaction energies (in kcal/mol) for the first eight low-energy isomers of the (H2O)6
cluster calculated with the DFT (panel a) and DC-DFT (panel b) models, and corresponding MB-
DFT (panel c) and DC-MB-DFT (panel d) PEFs. All interaction energies are reported relative to
the CCSD(T)/CBS value of the interaction energy of the prism isomer.

3B energies have opposite signs.

Figure 8b shows the errors associated with the DC-DFT functionals, where only the D3(op)

dispersion correction is considered given its improved performance. The effect of using the HF

density on ∆ε2B is consistent with the analyses reported in the previous sections, indicating that
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Figure 8: Errors (in kcal/mol) associated with individual many-body contributions to the interac-
tion energy of the prism isomer of the water hexamer relative to the corresponding CCSD(T)/CBS
reference values. a) DFT functionals, b) DC-DFT functionals, c) MB-DFT PEFs, and d) MB-
DFT(DC) PEFs. See main text for details.

the error is reduced for SCAN but increases for all other functionals. However, the error in the

3B energy is virtually unaffected, except for the BLYP-D3(op) functional and its derivatives, with

∆ε2B ∼ 2.2 kcal/mol for BLYP-D3(op), DC-BLYP-D3(op), MB-BLYP-D3(op) and MB-BLYP-

D3(op)(DC). Since ε3B constitutes ∼15% of Eint of the interaction energy in water, an accurate

representation of the 3B energies is critical to a realistic description of the properties of liquid

water within the MB-DFT formalism. It is, therefore, expected that MB-BLYP-D3(op) will be,

among the MB-DFT PEFs examined here, the least accurate PEF in predicting the properties of

liquid water. Overall, the accuracy of the DFT and DC-DFT functionals is preserved by their

corresponding MB-DFT and MB-DFT(DC) PEFs.
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Furthermore, the mean absolute errors of εnB with n = 2,3,4 were calculated for all DFT and

DC-DFT functionals, and MB-DFT and MB-DFT(DC) PEFs investigated in this study. The B97M-

rV functional predicts 2B energies within chemical accuracy, with 〈∆ε2B〉 of ∼ 0.35 kcal/mol. As

expected, the BLYP-D3(0) and BLYP-D3(op) functionals predict similar values of ε2B, while the

difference between revPBE-D3(0) and revPBE-D3(op) is not subtle. Since the 2B energy repre-

sents ∼80% of the total interaction energy in water, it is expected that the large difference (∼ 3

kcal/mol) between revPBE-D3(0) and revPBE-D3(op) will lead to qualitatively different predic-

tions for the structure of liquid water from MD simulations with the corresponding MB-revPBE-

D3(0) and MB-revPBE-D3(op) models and, likely, from analogous AIMD simulations.

In addition, we highlight that the DFT functionals and MB-DFT(DC) PEFs based on BLYP

display the largest 〈∆ε3B〉, while all other functionals and PEFs predict ε3B within chemical accu-

racy (1 kcal/mol). The 3B energy predicted by the BLYP functional, however, benefits from the

density correction which is illustrated by the error reduction displayed by both DC-BLYP-D3(op)

and MB-BLYP-D3(op)(DC). The increase in 2B error, but significant improvement in the repre-

sentation of ε3B when going from BLYP-D3(op) to DC-BLYP-D3(op) indicates that mitigating the

density-driven errors in BLYP will improve its ability to describe the properties of liquid water,

but only at the 3B level, since the deficiencies of BLYP for water are primarily due to intrinsic

functional-driven errors.

Finally, all functionals examined here display minimal improvement in their ability to represent

4B energies upon applying the density correction except the revPBE-D3(0) and revPBE-D3(op)

functionals, for which 〈∆ε4B〉 reduces from ∼0.75 kcal/mol to ∼ 0.30 kcal/mol. A complete anal-

ysis of 〈∆εnB〉 with n = 2,3,4 is reported in the Supporting Information.

3.5 Liquid water

Functional-driven and density-driven errors in DFT are expected to affect simulations of liquid

water carried out ab initio or with DFT-based potentials. In this section, we investigate the struc-

tural properties of liquid water predicted by MD simulations carried out with both the MB-DFT
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Figure 9: Oxygen-oxygen radial distribution function (gOO) calculated from MD simulations car-
ried out in the NPT ensemble at 298 K and 1 atm with: a) MB-BLYP-D3(0)(DC), b) MB-BLYP-
D3(op)(DC), c) MB-revPBE-D3(0)(DC), d) MB-revPBE-D3(op)(DC), e) MB-B97M-rV(DC), and
f) MB-SCAN(DC). The experimental gOO) at 295 K is from ref 115.

and MB-DFT(DC) PEFs. The oxygen-oxygen RDFs, gOO(r), calculated in the NPT ensemble at

T = 298 K and 1 atm are shown in Figure 9, while the tetrahedral order parameter, qtet, is shown

in Figure 10.

Overall, at ambient pressure and temperature, the density correction “disorders” the structure of

liquid water, and in the cases of MB-BLYP-D3(0)(DC), MB-BLYP-D3(op)(DC), and MB-revPBE-

D3(0)(DC), breaks the solvation structure up to the first solvation shell, as suggested by the flatten-

ing of gOO after the first peak, and a more disordered signature in the order parameter distribution

where the peak at ∼ qtet = 0.5 gains intensity. In this context it should be noted that both MB-

BLYP-D3 PEFs at 298 K predict a qualitatively different gOO from that obtained from AIMD
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Figure 10: Distributions of the tetrahedral order parameter, qtet, calculated from MD simula-
tions in the NPT ensemble at 298 K and 1 atm with: a) MB-BLYP-D3(0) and MB-BLYP-
D3(0)(DC), b) MB-BLYP-D3(op) and MB-BLYP-D3(op)(DC), c) MB-revPBE-D3(0) and MB-
revPBE-D3(0)(DC), d) MB-revPBE-D3(op) and MB-revPBE-D3(op)(DC), e) MB-B97M-rV and
MB-B97M-rV(DC), and f) MB-SCAN and MB-SCAN(DC).

simulations carried out with BLYP-D3 at 300 K,116 and at 330 K in the NPT and NVT ensem-

bles.105,117 Based on the analyses presented in Sections 3.1-3.4, this discrepancy can be traced

back to size dependent density-driven errors, whereby the magnitude of individual many-body en-

ergies for liquid water described by BLYP-D3 is fundamentally different from the magnitude of

the same contributions calculated for gas-phase water clusters to which the corresponding MB-

BLYP-D3 PEFs are trained on.

The MB-DFT PEFs based on meta-GGA functionals respond qualitatively differently to the

density correction, with MB-B97MrV(DC) and particularly MB-SCAN(DC) accurately reproduc-
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ing the experimental oxygen-oxygen RDF. Interestingly, the MB-DFT PEFs based on the GGA

functionals show a particular sensitivity to the choice of the dispersion correction, with both

MB-BLYP-D3(op) and MB-revPBE-D3(op) predicting a more structured liquid than their MB-

BLYP-D3(0) and MB-revPBE-D3(0) counterparts. Evidenced by substantially higher peaks at

∼ qtet = 0.9, these results suggest that the D3(OP) dispersion correction favors a substantially

more tetrahedral structure of liquid water than the D3(0) dispersion correction.

In the context of the density correction, while both MB-BLYP-D3(0)(DC) and MB-BLYP-

D3(op)(DC) predict relatively similar gOO, which are appreciably different from the experimental

curves, MB-revPBE-D3(0)(DC) predicts a relatively flatter gOO while MB-revPBE-D3(op)(DC)

predicts a gOO in good agreement with experiment. This is consistent with the analyses presented

in Sections 3.1-3.4, where the D3(0) and D3(op) parameters for revPBE were found to provide

significantly different results, and suggests that the choice of parameters for the D3 dispersion

correction has substantial impact on the simulations of liquid water.

It should be noted that the MB-revPBE-D3(0) PEF accurately reproduces gOO reported from

AIMD simulations (e.g., see ref 106), which is in close agreement with experiment. However, the

analyses presented above show that revPBE-D3(0) consistently displays the largest errors in the

interaction and many-body energies of water clusters. In particular, the D3(0) correction applied

to the revPBE functional leads to incorrect energetics as it does not appropriately correct for the

2B dispersion energy (Section 3.3), which consequently results in MB-revPBE-D3(0)(DC) pre-

dicting an under-structured gOO. When the 2B dispersion is suitably corrected, gOO becomes more

structured as shown by the MB-revPBE-D3(op) PEF in Figure 9d.

As expected from the analyses discussed in Sections 3.1-3.4, the MB-B97M-rV PEF provides

an accurate description of the structure of liquid water at ambient conditions, which is in agreement

with the results obtained from AIMD simulations with the B97M-rV functional. Since density-

driven errors in B97M-rV are small, the MB-B97M-rV(DC) PEF only provides minimal improve-

ment. In contrast, as discussed in detail in ref 50, the application of the density-correction has

a significant impact on the individual many-body energies calculated with SCAN, which results
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in the MB-SCAN(DC) PEF clearly outperforming the MB-SCAN counterpart and providing an

accurate description of various properties of liquid water.50

4 Conclusion

In this study, we presented a systematic investigation of the interplay between functional-driven

and density-driven errors in four semi-local density functional approximations applied to the rep-

resentation of molecular interactions in water, from the dimer to the liquid phase. Interaction and

n-body energies predicted by the BLYP-D3, revPBE-D3, B97M-rV and SCAN density functional

were analyzed within self-consistent DFT as well as density-corrected DFT (DC-DFT) in order

to gain insight into the effect of density-driven errors, and identify reliable density functionals for

water simulations. In addition, ALMO-EDA calculations were used to shine light into the ability

of the different density functionals to reproduce individual physical contributions to the interaction

energies.

We found that the magnitude of functional-driven and density-driven errors may sensitively

depend on the size of the water cluster in question. In cases where density-driven errors dominate,

correcting for density-driven errors improves the overall performance of a given density functional.

In contrast, in cases where functional-driven errors dominate, the application of the density correc-

tion causes the total error to increase as a function of cluster size.

Among all functionals examined in this study, SCAN, which satisfies all 17 constraints known

for meta-GGA functionals, represents a special case since it is strongly affected by density-driven

errors. Application of the density-correction results in DC-SCAN being able to consistently predict

the interaction energies of all 38 clusters of the BEGDB dataset within chemical accuracy. Notably,

the MB-SCAN(DC) PEF derived from DC-SCAN many-body data preserves the same accuracy as

DC-SCAN and enables MD simulations of liquid water which are found to be in agreement with

experiment. B97M-rV, another modern meta-GGA density functional, displays small functional-

driven and density-driven errors, and provides an accurate description of water, from the gas phase
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to the liquid phase. To this end, B97M-rV does not significantly benefit from density corrections,

and therefore can be generally recommended for AIMD simulations of liquid water.

On the other hand, our analyses indicate that large functional-driven errors in GGA functionals

such as BLYP and revPBE systematically hinder them from providing accurate descriptions of both

interaction and n-body energies for water clusters. In addition, the choice of the D3 dispersion

parameters was found to play a significant role in the performance of the revPBE functional. Our

analyses thus indicate that some caution should be exercised when deriving molecular insights

from AIMD simulations of water carried our with GGA functionals since the interplay between

functional-driven and density-driven errors may lead to erroneous interpretations of the underlying

physical mechanisms.

Finally, we demonstrated that our theoretical/computational framework based on the many-

body expansion of the interaction energies originally introduced with MB-pol76–78 provides an

efficient platform for the development of data-driven PEFs derived from density-corrected DFT

data which, by disentangling functional-driven from density-driven errors, can enable accurate

DFT-based simulations of generic molecular systems from the gas to the condensed phase.
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