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Abstract: In this Letter we demonstrate that a first-order spin penalty scheme can

be efficiently applied to the Slater determinant based Full-CI Quantum Monte-Carlo

(FCIQMC) algorithm, as a practical route towards spin purification. Two crucial ap-

plications are presented to demonstrate the validity and robustness of this scheme; the

1∆g ← 3Σg vertical excitation in O2, and key spin gaps in a [Mn3O4]
3+ cluster. In the

absence of a robust spin adaptation/purification technique, both applications would be

unattainable by Slater determinant based ground state methods, with any starting wave

function collapsing into the higher-spin ground state during the optimization. This strat-

egy can be coupled to other algorithms that use FCIQMC as configuration interaction

eigensolver, including the Stochastic Generalized Active Space, the similarity-transformed

FCIQMC and second-order perturbation theory approaches. Moreover, in contrast to the

GUGA-FCIQMC technique, this strategy features both spin projection and total spin

adaptation, making it appealing when solving anisotropic Hamiltonians.
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Strongly open-shell molecules present a number of challenges to quantum chemical

methods, arising from the large number of nearly degenerate states with different total

spin quantum number, S, which exist in such systems and are in general hard to resolve.

In these systems spin contamination is a major problem for an accurate description of

their electronic spectrum. Such systems usually exhibit a strong multi-reference charac-

ter, with numerous dominant electronic configurations featuring similar weights in the

configuration interaction (CI) expansion. Furthermore, when a high-spin state is the

ground-state, states of the same symmetry but with lower spin are impossible to obtain

with ground state projective techniques. For these reasons, there has been much interest

in recent years in developing spin-adapted approaches, which work in Hilbert spaces of

configuration state functions (CSFs), rather than Slater determinants (SDs).1–16 In these

approaches, Ŝ2 symmetry is explicitly enforced, ensuring zero spin contamination, and

enabling the targeting of any desired spin state. The Graphical Unitary group approach

(GUGA)17–26 is one such example of a fully spin-adapted approach, which we have im-

plemented within the stochastic full-CI quantum monte carlo (FCIQMC)9,27? –30 and the

Stochastic-CASSCF10,31,32 frameworks. Recently, we have discovered a strategy within

GUGA, that allows an unprecedented reduction of the multi-reference character (com-

pression)32–35 and the unique possibility to perform state-specific optimizations of ground-

and excited-state wave functions.34,35 These properties arise from a unique block-diagonal

structure of the GUGA Hamiltonian matrix even within the same spin-symmetry sector,

that follow chemically/physically motivated molecular orbital transformations.34 This

strategy has been applied to exchange-coupled polynuclear transition metal clusters with

a large number of localized open-shell orbitals,32–35 and to one-dimensional Heisenberg

and Hubbard model Hamiltonians.36 Other sparse FCI solvers2,37–48 could also benefit

from the enhanced sparsity of the Hamiltonian and wave functions that follow the above

mentioned strategy.

On the other hand, such sophisticated approaches to spin-adaptation incur a num-

ber of complications related to their increased algorithmic complexity, including matrix

element calculation and excitation generation process.9,32 Furthermore, more compli-
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cated Hamiltonians (including anisotropic spin, or three-body interactions) cannot be

easily accommodated, and in systems with a more delocalized character (i. e. covalency),

the aforementioned compression advantages of the GUGA method are less evident. For

these reasons, it is highly desirable to have a Slater determinant-based approach to spin-

adaptation, which is possible via spin-purification concepts.

For cases with an even number of unpaired electrons, such as the oxygen dimer dis-

cussed later, it is also possible to place constraints on the spin by applying time-reversal

symmetry and by working with pairs of spin-coupled functions.49 This reduces the size

of the Hilbert space by a factor of two, while reducing any spin-contamination, as in the

reduced space either all even or odd spin states can be excluded. However, this strategy

cannot separate singlet from quintet, nor can it operate in cases with an odd number of

unpaired electrons.

The aim of the present Letter is to introduce one such method, based on a simple first-

order spin-penalty approach, within the context of Slater-determinant based FCIQMC.

Spin purification techniques, including the first-order spin penalty approach, have recently

been discussed in details by Levine and co-workers50 and have already been utilized in

the context of renormalization approaches.51,52 We build on the existing literature by

explaining the origin for an optimal spin penalty parameter.

We write the total spin operator, Ŝ2, in terms of the spin projection, Ŝz, and the

ladder operators, Ŝ+ (raising) and Ŝ− (lowering) (see also ref 53), namely

Ŝ2 = Ŝz(Ŝz − 1) + Ŝ+Ŝ− . (1)

Given two SDs, |Di〉 and |Dj〉, the expression for 〈Di|Ŝ2|Dj〉 is then given by

〈Di|Ŝ2|Dj〉 =


Ŝz(Ŝz − 1) + nOS

α |Di〉 = |Dj〉 (Diagonal elements)

sgn(Di, Dj) |Dj〉 = â†pαâpβâ
†
qβâqα|Di〉, p 6= q

0 else

(2)

where nOS
α is the number of unpaired (open-shell, OS) α electrons. The off-diagonal el-

4



ements are non-zero only for exchange excitations and are equal to sgn(Di, Dj) = ±1,

where the sign is given by the product of fermionic phase factors.53 Since exchange excita-

tions require the same orbital configuration in both determinants, the Ŝ2 matrix features

an interesting block diagonal structure. Larger blocks are characterized by a common

nOS
α value, while the sub-blocks are characterized by a common occupation number vec-

tor. This block-diagonal and sparse structure (see Figure 1) is particularly well suited for

FCIQMC.

nOS
α = 0

nOS
α = 1

nOS
α = 2

Figure 1: Block-diagonal structure of the Ŝ2 matrix in the SD basis of an (8,6) active
space with Sz = 0, corresponding to a minimum active space for the singlet state of
oxygen. White denotes zero, while blue denotes ±1 entries. The diagonal is omitted.

In the first-order spin penalty approach a modified Hamiltonian

Ĥ ′ = Ĥ + J · Ŝ2, 0 < J ∈ R (3)

is utilized. If J is chosen such that the low-spin state becomes the lowest state in the

modified Ĥ ′ Hamiltonian, ground state methods, including FCIQMC, will converge to

that state. The on-the-fly evaluation of modified Hamiltonian matrix elements does not

require additional memory and has negligible runtime costs for the evaluation of the Ŝ2

correction. Since Ĥ and Ŝ2 commute, the eigenstates of Ĥ ′ are still eigenstates of Ĥ

and the eigenvalues of Ĥ can be directly calculated from the corresponding eigenvalues
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of Ĥ ′ by subtracting J · S(S + 1). Note that this subtraction can be performed only for

converged eigensolutions in a well-defined manner. For unconverged, intermediate results,

for example along FCIQMC dynamics and before stationary conditions are reached, it

is necessary to evaluate directly the original Hamiltonian Ĥ. In the present work we

calculate the latter as an expectation value from the stochastically sampled one- and

two-body reduced density matrices (RDMs).

For the unique critical J value that makes the low- and high-spin states degenerate

(flipping point), a spin-symmetry-broken wave function is to be expected, which is an

arbitrary admixture of the degenerate spin states in the modified Hamiltonian. This

flipping point satisfies the following relation

Jf = − ∆Em

∆〈Ŝ2〉
, (4)

where the generally unknown value ∆Em = Ehs − Els corresponds to the energy gap

between the high-spin (hs) and the desired low-spin (ls) state, and ∆〈Ŝ2〉 = Shs(Shs +

1)− Sls(Sls + 1). For J values larger than the flipping point the desired low-spin state is

obtained in the long-time limit. However, the speed of convergence and stability of the

imaginary-time propagation in FCIQMC depends on how far J is from the flipping point.

At first glance one could expect that, above the flipping point, higher J values only im-

prove the speed of convergence, because they increase the energy of the high-spin state,

so an imaginary-time propagation with the modified Hamiltonian exp
(
−τ(Ĥ ′ − E0)

)
projects out the high-spin state faster. But, as we (vide infra) and Levine et al.50 ob-

served, there is an optimal J value, and the convergence deteriorates upon further increas-

ing it. This property arises, because for larger J values the modified Hamiltonian can be

interpreted as mainly a Ŝ2 operator, corrected by a small perturbation represented by Ĥ.

Diagonalization of the pure Ŝ2 operator results in numerous degenerate eigenstates with

equivalent spin eigenvalues (not energies), the lowest being S(S+ 1) = 0 or S(S+ 1) = 3
4

for even and odd numbers of electrons, respectively. This degeneracy is in part lifted by

the Hamiltonian Ĥ. For very large J values the Ĥ correction becomes relatively smaller

and projecting out the high-energy states of same spin harder.

6



The robustness of the spin penalty method in SD-based FCIQMC has been inves-

tigated in two crucial test-case applications. We investigated the vertical 1∆g ← 3Σg

transition in the O2 molecule using a full-CI expansion in a double-ζ quality basis set,

and the vertical Γ(1/2) ← Γ(3/2) (and Γ(9/2)) transition in a [Mn3O4]
3+ tri-nuclear clus-

ter. In both cases the ground state is the higher spin-state.

Oxygen dimer. We used a distance of 1.203Å, and correlated 16 electrons in the

28 orbitals of an ANO-RCC-VDZP basis.54,55 The Full-CI calculations were performed

on the basis of the state-specific CASSCF(8,6) orbitals. A spin-pure calculation using

GUGA-FCIQMC served as reference. The J parameter was set to 0.12Eh.

The 〈Ĥ〉 expectation value calculated from RDMs is shown in Figure 2. The triplet
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Figure 2: Total energy calculated from RDMs for the 1∆g (upper plot) and the 3Σg (lower
plot) spin states of the oxygen molecule.

converges faster than the singlet and its total energy nearly matches the energy of the

GUGA reference calculation for the same walker number. Generally, convergence with

respect to the number of walkers in initiator-FCIQMC is mainly influenced by the com-

pactness of the respective wave function. The triplet calculation started from a SD with
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|MS| = 1, which is also the spin-pure configuration that dominates the FCI wave func-

tion for this electronic state. On the contrary, in the case of the singlet spin state, a

multi-determinantal wave function is required to correctly describe the spin-pure refer-

ence space, therefore the calculation converges slower with respect to walker number

than the GUGA-based one. However, the wall clock time to achieve the same quality

of convergence is roughly comparable, since SD-based FCIQMC is generally faster for

a given walker number, as discussed in the literature.9,33 For all walker populations the

spin expectation values have been used to confirm convergence to the correct spin state

and monitor spin contamination. The deviation was larger for the singlet whose mean

spin expectation value was 1.3× 10−5, compared to the theoretical 0.

Manganese cluster. Two active spaces have been defined to test the spin penalty

approach on the [Mn3O4]
3+ tri-nuclear cluster (Figure 3). A small CAS(9,9) is uti-

Figure 3: Structure of the [Mn3O4] tri-nuclear model system extracted from ref 56. (A),
(B) and (C) labels identify the Mn(IV) magnetic centers. Oxygen, nitrogen, carbon and
hydrogen atoms are labeled in red, blue, gray and white, respectively.

lized to directly compare to the fully deterministic GUGA-based spin gap.57,58 A larger

CAS(55,38) has been employed to demonstrate the numerical stability of the method in

more realistic scenarios. The CAS(9,9) consists of the 9 singly occupied t2g orbitals on
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the three magnetic centers. The large active space consists of the fifteen 3 d orbitals and

their 9 electrons, the twelve doubly occupied 2 p orbitals of the bridging oxygen atoms,

the ten doubly occupied peripheral lone-pair orbitals pointing at the metal sites, and two

doubly occupied orbitals of the −OH group, of σ and π character. A similar active space

has been previously chosen for a similar [Mn3O4] cluster.35,59

Through experimental investigation, Armstrong showed that the ground state of this

system is a Γ(3/2) spin state.56 The too small CASSCF(9,9) erroneously predicts a Γ(9/2)

ground state. Nonetheless, this small model calculation represents an interesting test case

to explore the applicability of the spin penalty strategy. The larger CAS(55,38) describes

qualitatively well the spin-state ordering, with a S = 3
2
ground state and a S = 1

2
state

at slightly higher energy, in line with Armstrong’s findings.

In Figure 4, we show the convergence behavior of the FCIQMC dynamics for different

J , applied to the CAS(9,9) wave function. For FCIQMC dynamics with J = 0Eh or
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(a) FCIQMC dynamics.
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(b) Spin Expectation values.

Figure 4: (a) FCIQMC dynamics varying the amount of spin penalty. The projected
energy shifted by the J · S(S + 1) value is reported, where S is the expected spin value.
(b) Spin expectation values calculated from RDMs are shown. All simulations used
5× 104 walkers.

too small spin penalties (J = 1× 10−5Eh) the flipping point is not reached, and the

FCIQMC dynamics converges to the high-spin state (S = 9
2
), which is the ground state

for the small CAS(9,9) model active space. For J values above the flipping point, the

low-spin state wave function is obtained. These results are confirmed by the total spin

expectation value (Figure 4b). Speed of convergence increases for larger penalty values,

and a large range of J values (1× 10−4Eh ≤ J ≤ 2× 10−2Eh) exists that provides
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stable and fast converging FCIQMC dynamics. Too large J values (> 1× 10−1Eh) lead

to convergence problems.

For the CAS(55,38) model active space the competing doublet (S = 1
2
) and quartet

(S = 3
2
) spin state wave functions have been optimized. GUGA-FCIQMC has been uti-

lized as reference. Three choices of J were used that permitted the characterization of

the doublet spin state, namely J = 1× 10−2Eh, 1× 10−3Eh, and 1× 10−4Eh. Figure 5

shows the energetics for the S = 1
2
and S = 3

2
states, as a function of the walker popula-

tion. We notice that all dynamics are stable and fast converging. The choice of the large
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Figure 5: CAS(55,38) total energies, obtained as expectation values from one- and two-
body RDMs, for the S = 1

2
(left) and S = 3

2
(right) spin states as a function of the walker

population. The lower energies for smaller J values are not to be interpreted as a faster
convergence with respect to walker number. They are a consequence of the admixing of
the targeted spin state with higher spin states (details in the main text).

parameter, J = 1× 10−2Eh, results in a nearly exact matching of the spin-purified total

energy with the one obtained from the spin-adapted GUGA-FCIQMC approach, at the

same walker population.

Lower J values result in lower total energies for low walker populations. The lower

energies for smaller J values, are not to be interpreted as a faster convergence of the spin

penalty approach for lower J . Instead, considering that the spin expectation value for

the smaller J = 1× 10−3Eh is higher than the expected value (Figure 6) we are brought

to the conclusion that the unconverged wave function (low population) is in a broken-

symmetry state, that results from the mixture of the target spin state (Γ(1/2)) and the

higher spin states (for example Γ(3/2)). Admixing the higher spin states artificially lowers

the total energy. For larger walker populations and for larger J , the spin expectation value
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Figure 6: Spin contamination (∆〈Ŝ2〉 = 〈Ŝ2〉 − S(S + 1)) in the CAS(55,38) for different
J and population numbers. The spin 〈Ŝ2〉 was calculated from RDMs. While the larger
J = 1× 10−2Eh value provides dynamics with nearly exact spin expectation values for
any chosen walker population, the smaller J = 1× 10−3Eh calculations converge to the
correct spin expectation value slower and only for larger populations.
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gets closer to the targeted value, eliminating any spin contamination from the optimized

wave function.

It is worth noting that the 38 active orbitals have been localized and reordered to

reach maximum compression of the GUGA wave function (see ref 33–35 for details). In

Figure 11 of ref 34 we have shown that GUGA-FCIQMC converges faster than the Slater

determinant FCIQMC counterpart, when using a tailored (in this case localized) MO ba-

sis. Thus, we expect that the chosen one-electron basis utilized for the CAS(55,38) calcu-

lation in general favors the GUGA-FCIQMC approach. However, we observe very similar

convergence of the GUGA and the Slater determinant based spin penalty approaches (for

J = 1× 10−2Eh). Moreover, it is interesting to notice that for an equivalent wall-clock

time, the spin penalty approach can be run at higher walker population (2× 108 walkers

in the spin penalty method versus 1× 108 walkers in GUGA) and reaches an overall lower

total energy. These results suggest an overall better performance of the spin-purification

approach. However, the GUGA strategy has two crucial advantages that we have docu-

mented in recent works:32–35 (a) within GUGA the space of the leading electronic con-

figurations (CSFs) can be greatly reduced and directly connected to physical concepts,

and (b) the GUGA CI Hamiltonian matrix has a unique quasi-block-diagonal structure,

allowing for unprecedented state-specific optimizations of ground- and/or excited-states.

As a final remark, we observe that the spin-penalty strategy enables the combined

S- and MS-adaptation. This scheme is thus more flexible than the GUGA S-adaptation,

and allows for the treatment of anisotropic Hamiltonians. In this respect, one pays

simplicity and universality for lower dimensionality when going from the MS-adapted

space to the S-adapted one. Moreover, while stochastically sampled higher order den-

sity matrices are already available within the SD-based FCIQMC approach, allowing for

multi-reference second order perturbation theory (PT2) methods,60,61 GUGA-FCIQMC

three- and four-body density matrices are not available, preventing for the moment

GUGA-based PT2 strategies. Additionally, it is possible to envision spin-pure similarity-

transformed FCIQMC calculations based on transcorrelated methods62–69 using the cur-

rent spin penalty approach, while technical difficulties exist within the GUGA scheme,
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because of the presence of three-body interactions in the transcorrelated Hamiltonian.

In conclusion, we have demonstrated that spin purification based on a first-order spin

penalty can be efficiently applied to the Slater determinant based FCIQMC algorithm.

We have also explained the origin of an optimal J value, and that too large J param-

eters are to be avoided as they result in mixing of same-spin states, hard to resolve

within FCIQMC. The method was successfully applied to calculate the 1∆g ← 3Σg tran-

sition in the O2 dimer and the Γ(1/2) ← Γ(3/2) (and Γ(9/2)) transition in a [Mn3O4]
3+

tri-nuclear cluster model. The range of applicability of the spin penalty FCIQMC ap-

proach is very broad, including the coupling of large active space Stochastic-CASSCF

and Stochastic-GASSCF wave functions to methods capable to recover dynamic correla-

tion outside the active space, such as MC-PDFT,70,71 and crucially methods that require

high-order interactions (for example in the form of three- and four-body RDMs) such as

PT2 and similarity-transformed techniques. A large range of chemical systems and mod-

els for solid state materials can be investigated, including ferromagnetic superconductors

of practical interest, such as UGe2
72 and URhGe.73 The method can also be extended to

model Hamiltonians, such as the Hubbard model, often used to investigate spin interac-

tions in strongly correlated materials. By this approach we are able to tackle anisotropic

Hamiltonians and, as spin-resolved density matrices are available, spin-dependent prop-

erties, such as the hyperfine coupling tensors (pivotal in characterizing spin interactions

in poly-nuclear transition metal clusters), are within reach. These aspects will be the

subject of future work.
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