Characterizing Dark State Kinetics and Single Molecule Fluorescence of FusionRed and FusionRed-MQ at Low Irradiances
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Abstract

The presence of dark states causes fluorescence intermittency of single molecules due to transitions between “on” and “off” states. Genetically encodable markers such as fluorescent proteins (FPs) exhibit dark states that make several super-resolved single-molecule localization microscopy (SMLM) methods possible. However, studies quantifying the timescales and nature of dark state behavior for commonly used FPs under conditions typical of widefield and total internal reflection fluorescence (TIRF) microscopy remain scarce and pre-date many new SMLM techniques. FusionRed is a relatively bright red FP exhibiting fluorescence intermittency and has thus been identified as a potential candidate for SMLM. We herein characterize the rates for dark-state conversion and the subsequent ground-state recovery of FusionRed and its 2.5-fold brighter descendent FusionRed L175M M42Q (FusionRed-MQ) at low irradiances (1-10 W/cm²), which were previously unexplored experimental conditions. We characterized the kinetics of dark state transitions in these two FPs by using single molecule blinking and ensemble photobleaching experiments bridged with a dark state kinetic model. We find that at low irradiances, the recovery process to the ground state is minimally light-driven and FusionRed-MQ has a 1.3-fold higher ground state recovery time indicating a conformationally restricted dark-state chromophore in comparison to FusionRed. Our studies indicate that the brighter FusionRed-MQ exhibits higher tendency in dark state conversion, thus it is potentially a better candidate for SMLM applications than its progenitor FusionRed.
Introduction:

Fluorescence-based bioimaging and biosensing, such as multi-color microscopy, Förster resonance energy transfer (FRET) and fluorescence lifetime imaging microscopy (FLIM), is the primary non-invasive approach to image biological systems.\textsuperscript{1,6} Due to Abbe’s diffraction limit, imaging sub-wavelength biological substructures requires innovations beyond the scope of conventional microscopy.\textsuperscript{7} Probing this “super-resolution” scale has high value to modern biology and has garnered the attention of scientists and engineers from a range of specializations - making it a popular interdisciplinary field of research and development.\textsuperscript{8-13} Techniques like stimulated emission depletion microscopy (STED), photoactivated localization microscopy (PALM), reversible saturable optical fluorescence transition microscopy (RESOLFT), and other single-molecule localization microscopy (SMLM) overcome Abbe’s limit through biochemical or optical modulation of single emitters.\textsuperscript{14-17} Most SMLM methods, including single-molecule active control microscopy (SMACM), bleaching/blinking assisted localization microscopy (BALM) and super-resolution optical fluctuation imaging (SOFI), rely on photo-activatable or photo-switchable emitters.\textsuperscript{16} These emitters can be activated and/or converted to a new species upon irradiation, exhibiting either molecular binding/modification or spontaneous stochastic blinking.\textsuperscript{18-22} Techniques that exploit stochastic blinking, such as SOFI, rely on post-processed data analysis algorithms where traditionally acquired fluorescence time-lapse images are analyzed to obtain spatio-temporal correlations for stochastic fluctuations during emission.\textsuperscript{18} Current efforts in this domain focus on application-based analysis of such methods and molecular interpretation of the nature of the blinking process for different emitters. A majority of the literature treats emitters simply as tools, with limited analysis of their dark state kinetics and photophysics.\textsuperscript{23-25} Unwanted artefacts in the determination of spatial locations for these emitters can thus arise, as a major assumption underlying such stochastic methods is that the signals from single fluorophores are additive as long as the fluorescence dynamics of the molecules are independent.\textsuperscript{25}

Genetically encoded fluorophores, such as fluorescent proteins (FPs), are popular and powerful choices to image biological systems and often exhibit dark molecular states which manifest in stochastic blinking behavior at the single molecule level.\textsuperscript{26-30} Extensive mechanistic studies have elucidated a diverse range of mechanisms and timescales for stochastic and tuned dark-state conversion, including electron-transfer reactions, excited-state proton transfer, chromophore and sidechain conformational changes. For example, a number of proteins from the avGFP line display a spontaneous, light-driven, pH-dependent dark-state conversion pathway.\textsuperscript{31-35} In such cases a pH-dependent dark state conversion is often attributed to a proton transfer between amino acid residues and the chromophore. The red FP (RFP) DsRed exhibits a similar light-driven dark-state conversion through a different, pH-independent process.\textsuperscript{32} Photoconvertible FPs (PCFPs) like IrisFP, mEosFP and Dendra derivatives exhibit dark-state conversion via chromophore distortions due to side-chain conformational changes, chromophore twisting motions or by proton transfer from the triplet or a radical ground state.\textsuperscript{34-38} Selectively engineered photo-switchable or reversibly-switchable fluorescent proteins (rsFPs) exhibit highly efficient transfer to the dark states, allowing the molecules to be switched on and off with either light-driven pH-dependent pathways or reversible chromophore conformational changes such as a cis-trans isomerization along the methyldiene bridge connecting the two conjugated rings in the chromophore moiety.\textsuperscript{39-41} Dark states can be selectively accessed or depopulated using optical or thermal modulation.\textsuperscript{42-48} For example, pulsed excitation with resonant frequencies was used to populate and depopulate the dark state in FPs like AcGFP and rsFastLime,
providing selective modulation of fluorescence.\textsuperscript{45} Varied mechanisms of accessing dark states as listed above have made FPs natural choices for several SMLM techniques.

Despite the extensive advances in the study of dark-state dynamics, many of the above-mentioned studies far preceded the development of advanced SMLM techniques such as SOFI. Several previous studies were constrained by experimental challenges to probing dark state dynamics with irradiances on the order of kW/cm\textsuperscript{2} to attain adequate signal to noise ratios.\textsuperscript{26-32} While these studies explore the fundamentals of dark states in FPs, probing dark-state dynamics at high irradiances comes with a three-fold disadvantage. These conditions accelerate permanent photodegradation of the fluorophore, make extrapolation to much lower irradiance as in widefield and SMLM regimes difficult, and cause light-induced photo-toxicity and photodamage to biological systems.\textsuperscript{18,49,50} It is also worth noting that blue shifting the excitation light increases phototoxicity, thus highlighting the need for development of new bright and red-shifted fluorophores as well as for detailed photophysical characterization of existing red fluorophores – which additionally allow for deeper imaging in comparison to blue shifted analogues.\textsuperscript{50,51} When extrapolating the rate constant of ground-state recovery ($k_{\text{GSR}}$) at low irradiances from high irradiance measurements, $k_{\text{GSR}}$ is commonly assumed to be proportional to the excitation rate ($k_{\text{Ex}}$).\textsuperscript{28,52} Recovery from a dark to a fluorescent state is often a consequence of conformational switching such as a dark-trans to fluorescent-cis isomerization of the FP chromophore.\textsuperscript{53} Since such conformational switches are often energetically controlled, the excitation dependence of $k_{\text{GSR}}$ may originate from the absorption of the excitation photons by dark state species and/or the rise of local temperature due to high irradiance.\textsuperscript{28,52,54}

FusionRed and its sibling TagRFP-T exhibit fluorescence intermittency in live-cell imaging using TIRF microscopy with camera acquisition timescales of 50 ms.\textsuperscript{55} The study demonstrated the potential to achieve a theoretical spatial resolution beyond the diffraction limit (~25–30 nm) with FusionRed using SMLM methods like BALM and SOFI.\textsuperscript{55} In our previous work, we developed FusionRed-MQV, a FusionRed variant with 3-fold higher molecular brightness developed using a combination of lifetime-based microfluidic selection and site-directed mutagenesis.\textsuperscript{53} Additionally, we found that the substitution C159V in FusionRed resulted in a brighter variant which showed a monoexponential photobleaching trace contrary to the biexponential behavior exhibited by the parental RFP FusionRed. Variants lacking the C159V substitution, like the 2.5-fold brighter FusionRed-MQ exhibited biexponential photobleaching traces with a fast fluorescence decay component (~s) followed by a significantly slower decay component (>100 s).\textsuperscript{53} The faster component was attributed to reversible photobleaching, where fluorescent molecules are trapped in the dark state.\textsuperscript{53} This was verified by employing a high-energy 438 nm pulse (~2 s; 50% duty) with a continuous 560 nm excitation scheme which resulted in distinct reversible photoswitching for FusionRed variants with a Cys residue at position 159.\textsuperscript{53} High energy 438 nm light prompts a return to the fluorescent state from a dark state, suggesting that the lower energy 560 nm excitation minimally perturbs the ground state recovery process.\textsuperscript{53} Together with findings and from other studies, including crystal structure data, indicate a possible interconversion of the FusionRed chromophore from a fluorescent cis to a dark trans isomer.\textsuperscript{56,57} Moreover, in the low irradiance regime of 1-10 W/cm\textsuperscript{2}, the temperature increase in the vicinity of an FP molecule can be considered negligible.\textsuperscript{58} Based on these observations, we hypothesized that the rate of recovery to the ground state ($k_{\text{GSR}}$) is independent of the excitation rate ($k_{\text{Ex}}$) under low irradiances for FusionRed and FusionRed-MQ. To verify these claims, we explore the relatively uncharted territory of dark state kinetics of these two RFPs under low irradiances, central to widefield and SMLM techniques like SOFI. We do so by extracting on-off statistics with single molecule imaging and exploiting the kinetics of reversible photobleaching using widefield excitation on ensemble RFPs. We combined the strength of each
approach to quantitatively extract rate constants of dark-state conversion ($k_{DSC}$) and ground-state recovery ($k_{GSR}$) using a three-state model (Figure 1). We performed simulations utilizing Monte Carlo methods to bridge the two extremes in imaging modalities and qualitatively validate the three-state model. Finally, we propose a structural model to rationalize the dark-state dynamics observed for these FPs.
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**Figure 1**: A three-state model of the photophysics of a fluorophore central to this study. The 561 nm excitation source allows access to the excited electronic ($S_1$) state from the ground electronic ($S_0$) state. Following this, the fluorophore can either return to $S_0$ or access a long lived dark (D) state. It was demonstrated in our previous work that the D state can be depopulated efficiently using a 438 nm light. The arrow labels $k_{ex}$, $k_{IC}$, $k_{rad}$, $k_{DSC}$ and $k_{GSR}$ indicate the rate constants for excitation, non-radiative (internal conversion), radiative emission, $S_1$ to dark state conversion and dark state to $S_0$ recovery, respectively. Permanent photobleaching from the $S_1$ and the D states are ignored in the regime of low irradiances.

**Methods**

(a) **Experimental methods and data collection**

**Cell growth and protein purification:**

FusionRed and FusionRed-MQ in the pBad-His plasmid were transformed into the *E. coli* Top10 strain via heat shock and grown for 45–60 minutes in LB media in a shaker at 37 °C and 230 rpm. The transformants were plated on an agar plate with 100 µg/mL ampicillin and 0.2% arabinose (Sigma Aldrich) overnight at 37 °C. Colored colonies were grown in 200 mL 2XYT (VWR) liquid cultures with 100 µg/mL ampicillin for 1–3 hours at 37 °C and 230 rpm to an OD of 0.6. Arabinose was then added (0.2%) to induce protein expression for 16–24 hours at 28 °C and 230 rpm. The cells were pelleted, chemically lysed (B-PER, Thermo Fisher Scientific) and the 6-His tagged FPs were isolated on Ni-NTA columns (Thermo Fisher Scientific) by gravity filtration, eluting with 250 mM imidazole (Sigma Aldrich). Excess imidazole was removed with desalting columns (GE Healthcare) with dialysis buffer (150 mM NaCl, 50 mM Tris-HCL, pH 7.4) as an eluent.

**Single molecule measurements:**

*Preparation of glass slides and coverslips:* Minimizing the presence of fluorescent impurities is of particular concern in single-molecule studies. To reduce artefacts from impurities in our measurements, we found that plasma-cleaned glass slide chambers were best suited to single molecule TIRF. Before plasma cleaning, the slides and coverslips (22 x 40 mm, No 1, VWR) were cleaned with dilute HCl then washed with Alconox detergent and rinsed with deionized water, then soaked in methanol overnight to dislodge
large contaminants. A custom aluminum slide holder held the slides and coverslips inside a reactive ion etcher, such that both sides were exposed to the plasma. The slides were then exposed to 300 s of O₂ (Bias: 50 W and SCCM: 50 mTorr) plasma to remove organic contaminants and to charge their surfaces, followed by 60 s of Ar plasma (Bias: 50 W and SCCM: 50 mTorr) to minimize presence of remaining reactive oxygen species. The slides were used within 24 hours after plasma cleaning to avoid recontamination and loss of surface charge.

**Sample preparation:** The pure protein samples were diluted with Tris-HCl buffer (pH ~7.4–8.0) and loaded by slow ejection from a 200 µL micropipette. It was determined that FP concentrations >300 pM caused crowding of FPs in the field of view and failure of our spot analysis algorithm to report blinking trajectories, whereas concentrations <100 pM resulted in such sparse distribution that it became difficult to find the correct focus height and provided few data points. Additionally, a washing procedure was developed to minimize the presence of non-adhered FPs in solution and thus minimize free FP diffusion into the imaging plane. The loaded chamber was left in the dark for 10–15 minutes to allow FPs to settle onto the imaging surface, then a volume of imaging buffer (150 mM HEPES, 100 mM NaCl, pH 7.4) equal to the volume of the loaded sample was passed through the chamber 4–6 times, with 2-minute intervals between washes. The liquid was slowly ejected by a micropipette on one side of the chamber while filter paper was used to absorb the liquid flowing out from the other side. This washing procedure helped to maximize signal-to-background ratios and minimize artifacts from FPs in solution.

**TIRF Imaging:** The samples were imaged with TIRF microscopy on an Olympus IX-73 inverted microscope. The microscope is accessorized with an Olympus cellTIRF-1Line system fiber coupled to a laser (Toptica iChrome MLE). An Olympus 60x-in-oil (NA:1.42) TIRF objective and an EMCCD camera (Andor iXon 897) were used for the single molecule experiments. A schematic of this system has been provided in Supplementary Information S1; Figure S1.1. To measure the excitation rate, the objective focus was first determined by imaging a dye sample under bright-field illumination, then the sample was removed and the laser was focused at the ceiling (approximately 2 m beyond the sample location) for this z-position of the objective. The irradiance measurements were carried in this normal (I\text{Normal}) to the imaging plane position using a power meter (X-cite). The excitation intensity of the evanescent field (I\text{TIRF}) was calculated from the incident intensity (I\text{Normal}), the indices of refraction (n₁, n₂), and the incident angle. The calculations of excitation rates for normal and TIRF illumination are presented in Supplementary Information S2. To image samples, a cropped area of the imaging plane (~128 x 128 pixels on a 256 x 256-pixel binning) corresponding to the region of highest intensity of the laser profile was selected. Then for the lowest value of irradiance (1W/cm²), 100 nm fluorescent beads (TetraSpeck) were used to first determine the approximate z-focus, and the motorized stage (Prior) was moved in the x–y plane to the position of single FP molecules, to determine an accurate focus. The experiment was started after moving to an adjacent spot (~100 µm) outside this imaging area of the previous step, where drift on the z-axis was minimal. This was done so as to minimize photobleaching of single molecules.

**Ensemble measurements:**
Bright bacterial colonies on the agar plates described above were chosen for time-lapse photobleaching experiments. Two to three colonies were transferred to microcentrifuge tubes and washed with 500 µL imaging buffer by vortexing for ~20 s. The cells were centrifuged at 3000-5000 RPM for 60 s, and the washing buffer was removed. The pelleted cells were then resuspended in the same buffer to an OD in the
range of 0.1 to 0.5 to get a cell density suitable for imaging. A glass coverslip and slide were cleaned with Alconox detergent, rinsed with deionized water, and blown dry with filtered compressed air. 10–20 μL of the cell mixture was added between the coverslip and slide, which was imaged on an Olympus IX-73 inverted microscope system. Samples were excited by 560 nm continuous wave LED illumination (Lumencor). Fluorescence bleaching measurements were taken with the 20x or 40x-in air objective lens (Olympus). The fluorescence was collected through a 629/56 nm band-pass filter by a SC-MOS camera (Andor Zyla). Videos were collected with 10–50 ms exposure times and frame rates of 20–32 FPS for the fast and reversible component of the decay and 10–20 FPS for the slow and irreversible component, and with irradiances ranging from 1–20 W/cm². We performed three independent trials where each trial for an FP involved a technical replicate with ~10–20 cells to gain consistent bleaching traces.

(b) Data analysis

Single molecule data analysis: Single molecule data analyses from imaging videos were carried out using two independent scripts: One for spatial identification of bright spots followed by one for temporal and intensity analysis of these bright spots. Figure 2 shows a schematic representation of this workflow.

![Figure 2: Analysis workflow. A) The background correction and molecule selection process. B) Our analysis workflow contrasted against standard thresholding methods. Note that the state shift recognition workflow identifies points where possible changes occur and binarizes on the basis of those points. This avoids the noise-based artifacts shown in the thresholding approach, where it can be difficult to set an arbitrary threshold that is not crossed by noise. C) The binarization of a raw trace based on the thresholding algorithm.](image-url)
**Spot identification script:** Despite cropping, there is a systematic ~10% intensity variation across the imaging plane with a Gaussian profile. To account for this, the videos were iteratively fitted to a Gaussian intensity correction function to correct for the laser background, primarily from residual scattering, and normalizing for the variation in intensity due to the spatial mode of the excitation laser. (Supplementary Section S3; Figure S3.1) Following Gaussian correction, our analysis also revealed a biexponential decay of mean intensities across the timeframe of the video. Therefore, the mean intensity of the videos was fitted to a biexponential function, which revealed a fast component of decay (~1 s) along with a slow component of decay (>3 s). While the timescale of the slow component of decay varied with the incident intensity, the fast component was seen to be fairly consistent (Supplementary Information S3; Figure S3.1c). Additional checks with blank solutions also revealed a consistent timescale for the fast component of decay. Therefore, after the Gaussian correction, a secondary correction was incorporated to account for the quick exponential drop in the overall light intensity. Given that this decay was also found in blank medium and was missing from the laser’s temporal profile, we attribute it to diffusion or photobleaching of impurities in our blank medium or the objective oil. Following the Gaussian and exponential corrections, the algorithm identifies a number of bright locations equal to an input of the predicted number of single FPs in the video. This number was set between 50 and 500 FPs depending on the field of view, the efficiency of binding the FPs to the glass surface and the concentration of the protein used. The algorithm extracts the brightest pixels in the maximum intensity projected image of the video from the user defined input value for the number of single FPs. It then iteratively appends the location of maximum value after it passes a check, which involves scanning a pixel grid surrounding the pixel centered at maximum value based on the statistical distribution of the brightness around the grid.

**Temporal and Intensity analysis:** To extract information on real “on” and “off” blinking events we drew inspiration from the work of Watkins and Yang. In order to find single on and off events in a trajectory of a single molecule, we used an intensity change point approach. Our spot analysis script provides us with intensity corrected trajectories with time for the brightest spots arranged in the ascending order of mean intensity. We therefore assessed the first five and the last five trajectories, based on the brightest and the dimmest spots identified through the previous script. In each case, we estimated the average single molecule on intensity to provide as an input for this code. Although many approaches utilize histograms from the intensities of each frame to effectively threshold and binarize a trajectory, it is difficult to use this approach for our data sets at the lower and the upper bounds of irradiances, which are characterized by increasingly longer $\tau_{\text{ON}}$ or $\tau_{\text{OFF}}$, respectively.

Following the input of the five potential on events, our algorithm performs two steps. First, it fits the change of intensity between frames for the entire dataset to a Gaussian distribution. It should be noted that a protein turning on or off produces a relatively small change in intensity that falls within the noise distribution. Therefore, it is not possible to separate these events from background noise with equal or higher intensity without additional information, whereas noise below this threshold can be discarded. As a result, all frames with a change value of the threshold or higher are earmarked as possible changes of state. Thus, the primary question is where to set the threshold for optimal recognition. (Supplementary Information S3b; Figure S3.2) The theoretical minimum intensity changes for a molecule results from a case where the protein turns on exactly halfway through a frame’s acquisition time. This results in a change of intensity of $\frac{1}{2}$ the protein signal, followed by a second change of the same magnitude. As such, a good baseline estimate for the noise threshold value is 50% of the expected signal. Empirically, we have found that $\approx 1.5 \sigma$ (standard deviation)
of the overall noise produced consistent results. This boundary excludes 86% of overall noise, but it is worth noting that the on state contributes to higher (shot) noise. As such, this boundary excludes approximately 70% of the larger standard deviation on distribution. The second step of the algorithm considers the intervals between each on and off point individually and binarizes each segment on the basis of a user-defined \( \tau_{ON} \). (Supplementary Figure S3.2 and Figure 2C) This further minimizes the contributions of noise by averaging each segment. Segments that are more than 2\( \sigma \) above the model \( \tau_{ON} \) are considered multi-molecule events and the corresponding trace is discarded. All segments that end at the last frame of the video (on or off) are also discarded to avoid artifacts, notably from permanent photobleaching.

**Ensemble data analysis:**
Photobleaching data analysis was carried out with a previously reported scheme. In brief, a pipeline in the CellProfiler suite was used to identify bacteria in an imaging plane of uniform irradiance and provide normalized intensity trajectories. The intensity trajectories were analyzed and fit to biexponential traces using a custom fitting program in MATLAB (Supplementary Section S4; Table S4.1).

**Results:**

(a) **Simulations and measurements of single molecule photophysics:** We performed simulations of blinking trajectories for single molecules in a three-state (S\(_0\), S\(_1\) and D) model with our hypothesis. (Figure 1) As expected, the results show that \( \tau_{ON} \) decreases with both shorter values of \( \tau_{DSC} \) and higher values of \( k_{Ex} \), whereas \( \tau_{OFF} \) depends only on the value of \( \tau_{GSR} \). The details of the algorithm and simulated results are described in the Supplementary Information Section S5. In brief, the residence of single FPs in each state (S\(_0\), S\(_1\) or D) at each time step is simulated using a combination of Monte Carlo methods weighted by probabilities of state change, governed by the \( k_{Ex} \), \( k_{rad} \), \( k_{non-rad} \) (IC), \( k_{DSC} \) and \( k_{GSR} \). An “on” or a fluorescent event is detected every time the molecule successfully completes an S\(_0\)-S\(_1\)-S\(_0\) cycle, without going through D. (Figure 1) The predictions of the simulations accurately represent experiments, where data from three independent trials revealed a hyperbolic dependence of the \( \tau_{ON} \) of FusionRed and FusionRed-MQ on the excitation rates. The \( \tau_{OFF} \) for both FPs showed little or no dependence on excitation rates as summarized in Table 1 and Figure 3.

Our single molecule measurements were carried out with irradiation on the order of \(~10^3\) photons/s, which is significantly lower than the optical saturation limit for FPs (~10\(^8\) excitation-photons/s). Therefore, the population in the S\(_1\) electronic state can be treated under a steady state approximation. At low irradiances, we assume minimal absorption from the dark states and therefore consider the reverse dark-state conversion to be negligible. The timescales of permanent photobleaching are significantly longer than that of dark-state lifetime (Supplementary Section S4), hence it was neglected in this scheme. Incorporating these assumptions, we arrive at equations 1 and 2 to calculate \( k_{DSC} \) and \( k_{GSR} \) for FusionRed and FusionRed-MQ, and the calculated values are presented in Table 2 and Figure 4.

\[
\tau_{ON} = \frac{k_{em} + k_{non-rad} + k_{dsc}}{k_{ex}k_{dsc}} (1)
\]

\[
\tau_{OFF} = \frac{1}{k_{GSR}} (2)
\]
Table 1: Values of $\tau_{\text{ON}}$ and $\tau_{\text{OFF}}$

<table>
<thead>
<tr>
<th>$k_{\text{ex}}$ (s$^{-1}$)</th>
<th>$\tau_{\text{ON}}$ (s)</th>
<th>$\tau_{\text{OFF}}$ (s)</th>
<th>$k_{\text{ex}}$ (s$^{-1}$)</th>
<th>$\tau_{\text{ON}}$ (s)</th>
<th>$\tau_{\text{OFF}}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>950</td>
<td>10.9 ± 2.3</td>
<td>5.3 ± 0.5</td>
<td>1600</td>
<td>4.9 ± 0.3</td>
<td>6.4 ± 1.5</td>
</tr>
<tr>
<td>1200</td>
<td>9.5 ± 1.1</td>
<td>4.7 ± 1</td>
<td>2400</td>
<td>3.5 ± 1.1</td>
<td>6.6 ± 0.5</td>
</tr>
<tr>
<td>1400</td>
<td>6.2 ± 0.9</td>
<td>5.2 ± 0.2</td>
<td>3300</td>
<td>2.8 ± 0.3</td>
<td>6.1 ± 0.1</td>
</tr>
<tr>
<td>1900</td>
<td>4.4 ± 0.4</td>
<td>4.8 ± 0.7</td>
<td>5200</td>
<td>2.0 ± 0.3</td>
<td>6.5 ± 0.5</td>
</tr>
<tr>
<td>6000</td>
<td>2.6 ± 0.5</td>
<td>5.3 ± 1.2</td>
<td>10400</td>
<td>1.3 ± 0.4</td>
<td>6.5 ± 1.0</td>
</tr>
<tr>
<td>12000</td>
<td>1.2 ± 0.5</td>
<td>5.8 ± 0.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Results from single molecule blinking experiments: Measured $\tau_{\text{ON}}$ with respect to excitation rate for A) FusionRed and B) FusionRed-MQ; and measured $\tau_{\text{ON}}$ with respect to excitation rate for C) FusionRed and D) FusionRed-MQ. The black data points are the mean $\tau_{\text{ON/OFF}}$ extracted from three independent experiments (error bars indicate the confidence intervals for the values extracted from fits).
Table 2: Estimation of $k_{DSC}$ and $k_{GSR}$

<table>
<thead>
<tr>
<th>FusionRed</th>
<th>FusionRed-MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{Ex}$ (s$^{-1}$)</td>
<td>$k_{DSC}$ (x10$^3$ s$^{-1}$)</td>
</tr>
<tr>
<td>950</td>
<td>55 ± 11</td>
</tr>
<tr>
<td>1200</td>
<td>50 ± 5</td>
</tr>
<tr>
<td>1400</td>
<td>60 ± 7</td>
</tr>
<tr>
<td>1900</td>
<td>67 ± 10</td>
</tr>
<tr>
<td>6000</td>
<td>39 ± 10</td>
</tr>
<tr>
<td>12000</td>
<td>39 ± 16</td>
</tr>
</tbody>
</table>

Figure 4: Variation of rate constants A) $k_{DSC}$ and B) $k_{GSR}$ with respect to excitation rate $k_{Ex}$ measured from single-molecule blinking experiments. The error bars indicate standard deviation errors calculated from measured $\tau_{OFF}$ and $\tau_{ON}$.

The $k_{DSC}$ and $k_{GSR}$ remain consistent under the range of irradiances probed in this study. However, FusionRed clearly shows an ~30% higher $k_{GSR}$ than FusionRed-MQ.

(b) Simulating ensemble behavior: We first generated normalized sum fluorescence traces for $\sim$10$^3$–10$^4$ simulated blinking single FP trajectories using the average $k_{DSC}$ and $k_{GSR}$ from the single molecule experiments. The simulations indicated a larger dark fraction for FusionRed-MQ in comparison to FusionRed. We then performed simulations to obtain normalized sum fluorescence traces for blinking single FP trajectories (3 sets of 150 emitters each) by varying one rate constant at a time, including $k_{Ex}$, $k_{DSC}$ and $k_{GSR}$. The results indicated that the dark fraction increases with increasing $k_{Ex}$ and $k_{DSC}$ but has no or little dependence on $k_{GSR}$ in the vicinity of measured values in the single molecule blinking experiments. This observation encouraged us to pursue an alternate analysis compared to single molecule experiments, to quantify the $k_{DSC}$. The results of these simulations are presented in Supplementary Information Section S5 (f, g and h). The normalized fluorescence signals are proportional to the normalized population of FPs on the ground state $S_0$, thus the fractions of FPs on $S_0$ and dark state D as a function of time can be estimated as shown in Supplementary Figure S5.9.

(c) Ensemble photobleaching: *E. coli* expressing FusionRed and FusionRed-MQ were exposed to normalized widefield excitation. The decay profiles of both FPs were recorded and fit with a biexponential function as presented in Supplementary Information S4. Based on our previously reported pulsed
photobleaching measurements, we assigned the slower decay component to permanent photobleaching and the faster component to reversible photobleaching due to dark-state conversion. Experimental results showed a larger dark fraction for FusionRed-MQ compared to FusionRed.

To extract $k_{DSC}$, we consider a three-state model to represent the kinetic processes of a fluorescent protein in the first five seconds of a photobleaching trace, where the contribution of the permanent bleaching component is minimal (<10%) and reverse dark-state conversion (D to S1) can be ignored. The rate equations can be written in the matrix form, $\frac{dn}{dt} = An$, as explicitly shown in Equation 3, where $n$ is the population for each state.

$$\frac{d}{dt} \begin{bmatrix} n_{S0} \\ n_{S1} \\ n_D \end{bmatrix} = \begin{bmatrix} -k_{Ex} \\ k_{Ex} - (k_{rad} + k_{non-rad} + k_{DSC}) \\ 0 \end{bmatrix} \begin{bmatrix} k_{rad} + k_{non-rad} \\ 0 \\ k_{DSC} \end{bmatrix} \begin{bmatrix} n_{S0} \\ n_{S1} \\ n_D \end{bmatrix}$$ (3)

The analytical solutions can be obtained by solving the eigenvalues and eigenvectors for rate equations (Supplementary Information S6). The observed fluorescence is proportional to the population in $S_0$ for an ensemble measurement. The resolution of the single molecule measurement in the time domain is limited by the camera acquisition time and is significantly larger than the $\tau_{DSC}$, but smaller than the GSR time constant. Therefore, our single molecule measurements provide an accurate estimation of the $k_{GSR}$, but not the $k_{DSC}$. However, we can utilize the $k_{GSR}$ values from the single molecule measurements to fit the reversible bleaching curves of the ensemble measurements to extract an accurate estimation for the $k_{DSC}$ across an irradiance range. The fluorescence decay data was fit to the analytical expression of $n_{S0}$ to get $k_{DSC}$ values (bound $k_{GSR}$). The fitting results and the estimated $k_{DSC}$ values are provided in Figure 5 and Table 3. While there seems to be minimal light-driven behavior for $k_{DSC}$ for FusionRed, fitting revealed an uptick of the $k_{DSC}$ with increasing excitation rates for FusionRed-MQ.

A) FusionRed  B) FusionRed-MQ  C)

Figure 5: Photobleaching fits from a three-state model for (a) FusionRed and (b) FusionRed-MQ, across varying irradiance ranges. (c) $k_{DSC}$ obtained from fits. Details of the fit are provided in Supplementary Information Section S6.
In such cases, for these low irradiances, conventional algorithms to binarize intensity pose a challenge with this analysis under these conditions and low intensity per frame from the dimmer FusionRed (Supplementary Information Section S7). At such low irradiances, we expect an emission of less than 100 photons the three measurements. We then developed a new method combining single molecule imaging and ensemble photobleaching to populate the dark state 30 increasing 28 probability density function of an exponential distribution: of multiple cycles, and 52 correctly predicted the emission of RFPs qualitatively validated the faster component of decay in the fluorescence bleaching profile. When the excitation rate is increasing but shorter than GSR time of the faster component of decay in the fluorescence bleaching profile. Therefore, the detector is blind to the molecule entering or exiting the S1 state, and needs to be modeled differently. To address this situation, we devised an algorithm incorporating Monte Carlo methods with acquisition time steps longer than excited-state lifetime but shorter than GSR time (~100 ms). This algorithm accurately represents our single molecule experiments, where excitation rates and acquisition timescales are comparable. With this simulation algorithm, it is reasonable to assume that one always observes the FP in S0 or D, and S1 is only rarely populated in our three-state model. The fluorophore starts from S0 or D and returns to these states in each time cycle, and the probability of a state change in each cycle is determined by rate constants of radiative emission, internal conversion, DSC and GSR processes. Our simulation of single molecule fluorescence correctly predicted the \( \tau_{\text{ON}} \) dependence on \( k_{\text{ex}} \) and \( k_{\text{DSC}} \), and the \( \tau_{\text{OFF}} \) dependence on \( k_{\text{GSR}} \). By repeating multiple cycles of single molecule simulations, the average on and \( \tau_{\text{OFF}} \) can be obtained based on a probability density function of an exponential distribution: 

\[ f(t) = \frac{1}{\mu} e^{-t/\mu} \]  

(Supplementary Information Section S5a-e). The model was then extended to mimic ensemble behavior (Supplementary Information Section S5f-g). When varying one rate constant at a time, the ensemble dark fraction increases with increasing \( k_{\text{ex}} \) and \( k_{\text{DSC}} \), but the fluorescence decay profile shows minor variation in dark fraction even with 30-45% variation in \( k_{\text{GSR}} \). In other words, the dark fraction is controlled by factors affecting processes that populate the dark state, and the rate-determining ground state recovery process dominates the time constant of the faster component of decay in the fluorescence bleaching profile. Thus, simulations in both single molecule and ensemble average of RFPs qualitatively validated this three-state model.

We then developed a new method combining single molecule imaging and ensemble photobleaching measurements of RFPs with low irradiances to quantitatively extract dark state kinetic parameters based on the three-state model. The lowest irradiance in our single molecule measurements corresponds to an excitation rate of \( \sim 1000 \) photons/s. At such low irradiances, we expect an emission of less than 100 photons per frame from the dimmer FusionRed (Supplementary Information Section S7). The relatively long \( \tau_{\text{ON}} \) and low intensity-change thresholds for on to off (or vice versa) state changes pose a challenge for data analysis under these conditions. For these low irradiances, conventional algorithms to binarize intensity

<table>
<thead>
<tr>
<th>Excitation Rate (s(^{-1}))</th>
<th>FusionRed ( k_{\text{DSC}} \times10^3\text{s}^{-1} )</th>
<th>FusionRed-MQ ( k_{\text{DSC}} \times10^3\text{s}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1400</td>
<td>22.3 ± 6.7</td>
<td>26.6 ± 3.1</td>
</tr>
<tr>
<td>2800</td>
<td>27.9 ± 1.8</td>
<td>28.4 ± 0.9</td>
</tr>
<tr>
<td>3800</td>
<td>25.6 ± 1.4</td>
<td>32.3 ± 0.6</td>
</tr>
<tr>
<td>5500</td>
<td>26.1 ± 1.6</td>
<td>38.9 ± 0.8</td>
</tr>
</tbody>
</table>

**Discussion:**

Conventional models to characterize stochastic blinking usually rely on a two-state “on” and “off” system when the excitation rate is much higher than the sampling rate of the detector used. When modeling single molecule blinking with such models under these conditions, one can assume emission takes place when the emitter is in the fluorescent (S0) state for two consecutive simulation time steps (< dark state lifetime). Imaging methods such as widefield and TIRF (\( \sim 10^{-2-6} \) photons/s) employ low excitation rates for SMLM schemes. In such cases, excitation and fluorescence photons are infrequent and long photon acquisition times are required to quantify blinking of FPs. Therefore, the detector is blind to the molecule entering or exiting the S1 state, and needs to be modeled differently. To address this situation, we devised an algorithm incorporating Monte Carlo methods with acquisition time steps longer than excited-state lifetime but shorter than GSR time (~100 ms). This algorithm accurately represents our single molecule experiments, where excitation rates and acquisition timescales are comparable. With this simulation algorithm, it is reasonable to assume that one always observes the FP in S0 or D, and S1 is only rarely populated in our three-state model. The fluorophore starts from S0 or D and returns to these states in each time cycle, and the probability of a state change in each cycle is determined by rate constants of radiative emission, internal conversion, DSC and GSR processes. Our simulation of single molecule fluorescence correctly predicted the \( \tau_{\text{ON}} \) dependence on \( k_{\text{ex}} \) and \( k_{\text{DSC}} \), and the \( \tau_{\text{OFF}} \) dependence on \( k_{\text{GSR}} \). By repeating multiple cycles of single molecule simulations, the average on and \( \tau_{\text{OFF}} \) can be obtained based on a probability density function of an exponential distribution: 

\[ f(t) = \frac{1}{\mu} e^{-t/\mu} \]  

(Supplementary Information Section S5a-e). The model was then extended to mimic ensemble behavior (Supplementary Information Section S5f-g). When varying one rate constant at a time, the ensemble dark fraction increases with increasing \( k_{\text{ex}} \) and \( k_{\text{DSC}} \), but the fluorescence decay profile shows minor variation in dark fraction even with 30-45% variation in \( k_{\text{GSR}} \). In other words, the dark fraction is controlled by factors affecting processes that populate the dark state, and the rate-determining ground state recovery process dominates the time constant of the faster component of decay in the fluorescence bleaching profile. Thus, simulations in both single molecule and ensemble average of RFPs qualitatively validated this three-state model.

We then developed a new method combining single molecule imaging and ensemble photobleaching measurements of RFPs with low irradiances to quantitatively extract dark state kinetic parameters based on the three-state model. The lowest irradiance in our single molecule measurements corresponds to an excitation rate of \( \sim 1000 \) photons/s. At such low irradiances, we expect an emission of less than 100 photons per frame from the dimmer FusionRed (Supplementary Information Section S7). The relatively long \( \tau_{\text{ON}} \) and low intensity-change thresholds for on to off (or vice versa) state changes pose a challenge for data analysis under these conditions. For these low irradiances, conventional algorithms to binarize intensity
traces inaccurately binarize on and off events due to the low signal to noise ratios. Thresholding a change of state, in particular is a challenging step.\textsuperscript{61,67} Instead, we used algorithms based on statistics of intensity variation across frames to predict possible state change points and determine if a “real” on to off (or vice versa) event takes place.\textsuperscript{67} The analysis algorithm is also helpful to predict very short $\tau_{ON}$ for the other extreme case where we use $\sim$10-fold higher excitation rates. To accurately determine on and off events, our algorithm screened out instances where two molecules might fluoresce at the same time or the molecule undergoes permanent photobleaching (extracts $\tau_{OFF}$ only when the event is bounded by an on time). The rate constants $k_{DSC}$ and $k_{GSR}$ were obtained from $\tau_{ON}$ and $\tau_{OFF}$ histograms and had minimal variation in the irradiance regimes examined for both FPs. The value of $k_{GSR}$ can be accurately determined from the single molecule fluorescence dynamics because the time resolution of the measurement, which is limited by the camera acquisition time, is smaller than the $\tau_{GSR}$. Therefore, we conclusively determined that the $k_{GSR}$ for FusionRed is 1.3-fold higher than that of FusionRed-MQ. We also verified our hypothesis that $k_{GSR}$ of both FPs is independent of $k_{Ex}$ under low irradiances. The $k_{DSC}$ values are, however, on the order of kHz, which is $\sim$2 orders of magnitude larger than the acquisition rate (Hz) of our single-molecule experiment. While the $k_{DSC}$ values are in the range of expected values from previous measurements,\textsuperscript{68} and despite high precision, accurate values of $k_{DSC}$ under low irradiances had to be determined by a different method.

We used an eigenvector-eigenvalue approach to extract analytical expressions for fluorescence decay from the kinetics of our three-state model and fit ensemble biexponential bleaching traces to accurately estimate the $k_{DSC}$. The fitting analysis revealed a light-driven dependency for the $k_{DSC}$ ($\sim$1.5-fold increase in the $k_{DSC}$ with $\sim$4-fold increase in the $k_{Ex}$) of FusionRed-MQ, whereas $k_{DSC}$ of FusionRed remained almost constant with increasing excitation rate. While a degree of heterogeneity can be expected between single-molecule measurements obtained from pure proteins and ensemble measurements in bacterial cytoplasm, it is encouraging to note that FusionRed has low pH sensitivity in the neutral pH range and the pH values of our imaging buffer and bacterial cytoplasm are close ($\sim$7.4 vs $\sim$7.2–7.8 for \textit{E. Coli}).\textsuperscript{69} Thus, we extracted quantitative estimates for the $k_{DSC}$ and $k_{GSR}$ by combining the strengths of each approach.

Next, we consider these photophysics in the context of protein structure. The crystal structure shows that Met residue at position 42 in FusionRed is located at the imidazolinone end of the chromophore In FusionRed-MQ position 42 is substituted for a Gln residue, possibly altering the hydrogen bonding patterns at the acylimine end of the chromophore.\textsuperscript{53} Meanwhile, the residue at position 175 located above the phenol ring of the chromophore pocket; is a Leu in FusionRed and is substituted to the larger sidechain Met in FusionRed-MQ.\textsuperscript{53,56,70} The effects of these two mutations on FusionRed’s brightness are complementary. Unlike the C159V mutation, Q42M and L175M do not change the profile of the ensemble bleaching, likely preserving the efficient cis to trans dark-state isomerization pathway.\textsuperscript{53} It is interesting to note that the amino acid residue analogous to position 175 in FusionRed influences the dark-state behavior of the two photoconvertible FPs IrisFP and mEos4B (S173 vs F173).\textsuperscript{38} De-Zitter and co-workers demonstrated that F173 in mEos4B reduced the number of hydrogen bonds maintained by the dark chromophore in its green form compared to the smaller-sized but hydrogen-bonding capable S173 residue for IrisFP, providing an explanation for the reduced photoswitching contrast.\textsuperscript{38} As such, the $k_{GSR}$ values can help to identify a possible difference in barrier for dark to fluorescent state interconversion (Figure 6) between FusionRed and FusionRed-MQ. The approximate difference in the ground state barrier of bond rotation expected for a trans to cis isomerization can be calculated using a transition state theory approach for interconverting ground state isomers.\textsuperscript{71} Under the assumption that the local temperature does not change on irradiation and a similar value of the pre-exponential factor, this difference in barrier ($\Delta\Delta G^0$) is $\sim$ 20 kJ/mol for FusionRed.
and FusionRed-MQ. A value of 20 kJ/mol is a reasonable free energy difference that predicts a change of a few possible hydrogen bonds, similar to what was observed for IrisFP, mEos4B and others. An energetic reluctance to switch back to the bright state can therefore be explained by a conformationally restricted chromophore for FusionRed-MQ, suggesting a mechanism for the higher brightness observed for the FusionRed-L175M variant.

Figure 6: (A) The spatial orientation of the L175 and M42 residues in the FusionRed crystal structure (PDB ID: 6U1A), with the cis and the trans forms of the chromophore. (B) Schematic depiction of a possible barrier for a ground state cis-trans isomerization depicting a switch from an off to an on state.

Conclusions

Bright RFPs with desirable biological properties have a growing role as strong candidates for dual-usage both for SMLM-based imaging and widefield ensemble assays. To address the latter, in this study we quantified the nature and timescales of dark state conversion and ground state recovery for FusionRed and its 2.5-fold brighter progeny FusionRed-MQ. Our approach combined single molecule imaging with ensemble bleaching measurements to extract $k_{DSC}$ and $k_{GSR}$ of these RFPs. The methods applied in this work are an advancement over our and other previous studies where rate constants were extracted using time and frequency domain measurements at several orders of magnitude higher irradiances, which are often not suitable for widefield fluorescence and SMLM-based imaging assays. To the best of our knowledge, this is the first study to quantify $k_{DSC}$ and $k_{GSR}$ directly under low irradiances relevant to modern SMLM imaging schemes like SOFI. We verified our hypothesis that $k_{GSR}$ of FusionRed and FusionRed-MQ is independent of $k_{Ex}$ under low irradiances. This is contrary to high irradiance studies where $k_{GSR}$ was observed to vary with $k_{Ex}$. FusionRed is a plausible candidate for SMLM imaging, and our investigation suggests FusionRed-MQ is a better choice for such applications owing to its 1.8-fold higher quantum yield and higher $k_{DSC}$. The methods and results of this work can be extended to the characterization of other fluorophores with appropriate dark state kinetic models, or incorporated into multi-parametric screening technologies to select FPs with high rates of blinking for methods like SOFI.
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