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ABSTRACT 

Application of data science and machine learning (ML) techniques in the domain of materials 

science has been increasing by leaps and bounds recently. With the help of ML, through input 

features derived from available databases we can rapidly screen materials based on our desired 

output. Capacity is one of the important parameters for choosing suitable electrode materials for 

high energy storage metal ion battery. Exploration of suitable electrode materials for metal ion 

batteries other than Li ion batteries (LIBs) has been deficient, though there is a need to develop 

alternative battery technologies with higher energy storage characteristics and environmental 

safety. In this work, we have considered Li, Na and K-ion electrode materials and their available 

battery data from Materials Project database to predict specific capacity of prospective K-ion 

battery electrode materials. Suitable features have been considered and developed to train the 

various ML algorithms. Mean Absolute Percentage Error has been considered as the performance 

metrics for assessment of different ML algorithms and among them, kernel ridge regression has 

been adopted as the most useful to predict the capacity of unknown electrode materials for K-ion 



battery. Using the value of specific capacity, the number of intercalated K ions in the formula unit 

of the non-intercalated electrode material compounds have also been calculated. DFT calculations 

have also been performed to verify the results obtained through ML. Our result shows ML is an 

encouraging alternative to computationally demanding DFT process as it can screen electrode 

materials rapidly for battery. 
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1. Introduction 

With the increase in energy demands, harnessing energy from renewable sources has become 

increasingly important for sustainable development. However, renewable energy sources are 

intermittent in nature as they depend on factors like weather, location, efficiency and available 

infrastructure. Thus, efficient energy storage systems, especially for large-scale are required to 

store, transfer and utilize the energy produced from renewable energy sources1 . Rechargeable 

metal-ion batteries are used extensively to store energy in the form of chemical energy which can 

be converted back to electrical energy whenever required. Among all the metal-ion battery, Li-ion 

batteries (LIBs) are leading the energy storage devices market, especially in portable devices such 

as smartphones and laptops 2,3. Li metal-ion batteries has even opened extraordinary possibilities 

in automotive sector and electric vehicles market recently.4,5 The long cycle life, high efficiencies 

and high energy densities are the main reason behind the success of LIBs.2,6 However, for large 

scale energy storage, LIBs have certain shortcomings such as its relatively low energy density, and 

safety issue owing its high reactivity in air. 4,6–11 Very low abundance of Li sources is also a major 



concern which ultimately contributes to the high price of these batteries.6,12,13 These issues demand 

for cheap, efficient and sustainable alternatives of LIBs. 

Potassium is one of the metal ions which could replace lithium in energy storage devices.  K is 

more abundant compared to Li sources and hence reduces the production cost.14 K-ion batteries 

have a similar rocking chair mechanism like LIBs. K+ having large atomic radius (1.38 Å) has a 

small Stokes radius in various organic electrolytes which results in higher ionic conductivity.15 

Though the electrode materials for LIBs have been extensively explored, but the same is not true 

for K-ion batteries. However, seeking suitable electrode materials for K ion battery is 

experimentally challenging and even theoretically, requires high computational facilities. Majority 

of the electrode materials used for LIBs are still unexplored for K-ion battery due to the difficulties 

in experimental and computational screening of large number of electrode materials with high 

accuracy.16–18 Therefore, machine learning (ML) could be an advanced tool which can save both 

time and cost, and at the same time screen many electrodes with minimum computational cost. For 

the exploration of electrode materials by ML, verified and well-curated data is needed, which is 

enabled by the density functional theory (DFT) based databases like NOMAD, OQMD, AFLOW, 

Materials Project.19–25 Although use of DFT based data is not standard for every context, still it 

delivers sensible insights which ultimately helps in the guidance of experimental research.26,27 ML 

combined with data from various databases can be used for predicting any specific property of 

interest for a particular battery material.17,23,28–32 Application of ML in the field of material science 

can be found in the prediction of microscopic properties like band structure, formation energy, 

solar cells, batteries, density of states and catalysis.33–48 Kernel ridge regression (KRR) and support 

vector regression (SVR) has been used by Seko et al. for the prediction of thermal conductivity 

and cohesive energy of binary and tertiary compounds.49,50 ML techniques have also been used for 



the prediction of different properties for their applicability as materials in photovoltaic cells and 

glass alloys.51–53 Sendek et al., used the logistic regression for proposing 12000 Li containing 

solids as solid-state electrolytes for LIBs by rapid screening.45 Meredig et al. built ML model to 

estimate thermodynamic stability and proposed around 4500 stable novel materials.54 ML has also 

been used for the improvement of DFT , prediction of thermal, electronic and mechanical 

properties.23,55–57 

Capacity is one of the important metrics for the measurements of battery performance. The 

longevity of a battery mainly depends on cycle life of a battery and the former directly related to 

the capacity of a battery. From the number of ions intercalated in an electrode material we can find 

out the capacity of that electrode material and in order to do so quantum mechanically we need to 

perform DFT calculations for each individual electrode material which is very time-consuming 

process. However, we can utilize the different advance machine learning model as a tool to speed 

up the screening of electrode materials based on capacity as target variable. As far best of our 

knowledge till now there are very few studies has been carried out on the capacity using ML via 

cycle life for a particular electrode material.58,59 However, there are hardly any work has done 

directly on capacity of different electrode materials by ML. In this study we have utilized the Li, 

Na, and K ion battery data for the training of ML models in order to predict the capacity of those 

electrode materials for the K ion battery. The capacity of different electrode materials varies 

rapidly, and the range of minimum capacity and maximum capacity is very high. Keeping that in 

mind, we have only considered the monovalent ions and not bivalent and trivalent ions for 

intercalation. We have also not considered the lower alkaline metal ions since the radius of those 

ions will increase as we go down the group. Among the metal ion batteries, LIBs have been 

explored extensively, however, experimentally or by DFT calculation testing all those LIBs 



electrode materials for K ion batteries is a lengthy process. Therefore, after considering the Li, Na 

and K ion battery data for the training set we have replaced the Li and Na by K for an approx. 

estimation of capacity with the help of different machine learning models. Here, we have used 

Support vector machine (SVM), ExtraTrees regressor (EXR) and kernel ridge regression (KRR) 

to fit training dataset. With addition to our particular interest that is capacity, we further used the 

predicted capacity for the calculation of number of K ion could be intercalated in the LIBs and 

NaIBs electrode materials. The performance of different ML model was assessed by mean absolute 

percentage error (MAPE). DFT calculation for few unknown electrode materials has been 

performed to validate the machine learning model. 

The training data for these metal ion batteries has been retrieved from the materials project 

database using pymatgen (Python Materials Genomics.24,60,61 The data set consists of 69.54% of 

Li, 22.4% of Na and 8.06% of K ion battery data. So, from the amount of data, there is a high 

chance of getting the target variable that is capacity to mimic the electrodes used for the LIBs since 

the contribution in the overall data from LIBs is very high compared to other two metal ion 

batteries. The overall known dataset is divided in training set and validation set. The training set 

has been used to train the ML model whereas the validation set was used to validate the 

performance of our machine learning models. The validation set is composed of 20% of total data 

and rest of the data used for training. The training set remains unique for all the ML model used 

and same is true for the validation set. The distribution of the training set of metal ion batteries 

electrode materials has been shown in Figure 1. For each electrode materials we have generated 

196 unique elemental descriptors depending on chemical formula of individual electrode materials 

using choice-based feature vectorization.62 Along with these descriptors other structural 

parameters like lattice parameters (a, b, c), lattice angles (  ), volume of void etc. have been 



also considered, so that these descriptors can represent each electrode materials uniquely. In order 

to specify the intercalated ion, we have also included some elemental properties of intercalated 

ions like ionic radius, ionization energy, heat of atomization, etc. After the generation of 

descriptors scaling has performed on each descriptor except on target variable using 

StandardScaler module of python package to bring down the all the descriptors in the same scale 

so that we can avoid the biasness of our data set based on the magnitude of each descriptor of 

electrode materials by machine.  

 

Figure 1: Distribution of different metal ions battery data used in our ML model for training. 

Further, whether all features are important or not for the desired target variable, we have performed 

Lasso Regression. With the help of Lasso regression, we have calculated the feature importance 

of each individual descriptors and based on the magnitude of the feature importance we have 

screened the features. We have only selected those features having features greater than zero and 

rest of the features have been eliminated for the fitting of ML models. The mathematical expression 

of LASSO Regression is given as  

∑(𝑦 − 𝑦′)2 + 𝜆𝑚

𝑛

𝑖=1

 



where 𝑦 is the actual value and 𝑦′ is the value of best fitted line. By Lasso regression we have 

calculated the slope (m) value for each feature. 𝜆 is a constant and considering its value equal to 

one, the slope for each feature has been established. Those features having m value equal to zero 

were considered as irrelevant and those features were dropped. The lasso regression helped to 

shrink the feature by 64%. The selection of features based on feature importance has shown in the 

Figure 2. 

 

Figure 2: Selection of features by Lasso Regression. 

2. Data Analysis 

For finding out the correlation among the features we have also generated the heat map. The heat 

map has shown in Figure 3 was generated by the correlation function from the seaborn library. The 

features are listed in the supported information. From the correlation values of different features 

in the heat map (Figure 3), it has been observed almost all the features are independent of each 

other, some descriptors are positively correlated, and some are negatively. This result proves the 

choice of these descriptors will be able to represent each electrode materials uniquely. Though 



there are very few elemental descriptors which are dependent of each other, we can’t drop those 

descriptors since those descriptors represents the ions which are getting intercalated. The list of 

elemental features used in the heat-map (fi) is attached with the Table S1 (Supporting Information).  

  

Figure 3: Heatmap showing the correlation among the considered features. 



Understanding the nature of different features is highly important and, in this regard, distribution 

plot help us to find out the density of every feature. Here we have shown distribution plot of some 

selected descriptors as these descriptors are very impactful on determining the capacity, rest of the 

plots are attached with the supporting information (SI). Some of the descriptors has been taken to 

produce joint plot across the capacity of the electrode for finding out some insight and dependency 

of the dependent variable on the independent variable. The joint plot of the selected descriptors 

are taken by intuition as we were keen to know whether these descriptors plays important role 

from chemical point of view or not. 

From the Figure 4, it is observed that molecular weight and polarizability follows almost same 

trend whereas specific heat values are diverse at higher magnitude. There is an indirect correlation 

between molecular weight and polarizability as electron density increases with the increase in 

atomic mass. Therefore, it is very likely to observe the similar tendency between these two 

parameters. We have not observed any trend in change of capacity with respect to average Pauling 

electronegativity. The high range of electronegativity for most of the electrode materials can be 

the cause for this as it overestimates the capacity for the overall data set with respect to this feature. 

The electronic properties also play important role for electrode materials. To understand how the 

capacity of electrode materials change with the change in the electronic properties of those 

materials, we have calculated the average valence s, d, f electrons by taking the average of the 

valence electrons of the constituent atoms of electrode materials and plotted the contribution of 

valence electrons with capacity change. From the Figure 5, it is observed that though the average 

capacity falling in the range of higher s electron contribution, completely opposite trend observed 

in case of d orbital valence electron. So, in general there are large number of electrodes having 

high s orbital valence electrons and low d orbital valence electrons but there is no such trend is 



observed for the f orbital valence electron as the capacity range changes from low magnitude to 

high magnitude at constant f orbital valence electron. The reason may be most of the electrode 

consists of transition metals having high number of d electrons with filled s orbital whereas the f 

orbital remains almost empty and even though for some electrode materials there exist some f 

electrons since they are deeply seated might not be as effective as the s or d valence electrons. 

 



Figure 4: Joint plot for the density and distribution of capacity with respect to molecular properties. 

change in capacity with (a) average Pauling electronegativity, (b) molecular weight, (c) sum of 

polarizability, and (d) sum of specific heat. 

 

Figure 5:  Joint plot for the distribution plot across electronic properties. Change of capacity with 

(a) s valence electrons (b) d valence electrons (c) f valence electrons. 



 

Figure 6: Distribution of capacity with respect to different lattice parameters of electrode materials. 

(a) Change in capacity with lattice parameter a, (b) Change in capacity with lattice parameter b, 

(c) Change in capacity with lattice parameter c, (d) Change in capacity with lattice angle gamma. 

In the Figure 6, we have shown how the distribution of capacity changes with the different lattice 

parameters (a, b, c) and lattice angle (gamma) of electrode materials. From the plot it is observed, 

the effect of lattice parameter a and c is very prominent compared to the lattice parameter b. This 

may be because for most of the electrode materials in one direction remain fixed like b here and 



the other two direction a and c has changed for the intercalation of metal ions. Thus, we can say 

most of the electrode varies in two directions keeping the length in one direction constant. In case 

of gamma, though it changes rapidly but the capacity changes almost in the same range for low 

and high value of gamma. We have also plotted the box plot between Gravimetric capacity and 

the ionic radius of intercalated ions (Figure 7) to get a visualization of average capacity range of 

Li, Na, and K ion battery. The mid-line in the box plot is the median, lower line outside the box is 

the minimum range and the upper line outside the box is the maximum range of our property of 

interest. Therefore, in the above plot we can see the average capacity for Li ion battery is higher 

followed by Na and K ion batteries and it is expected since we know with decrease in ionic radius 

the number of ions intercalated within an electrode material will be higher and so the capacity of 

that electrode for that particular ion. 

 

Figure 7: Range of capacity of Li, Na and K electrode materials. 



Since the target variable capacity varies rapidly with the slide change in the electrode materials so 

in order to understand the distribution of the electrode materials across the capacity, we have 

plotted the range of % electrodes across per 100 mAh/g intervals of capacity. The distribution of 

capacity has shown in Figure 8.  

 

  Figure 8: Distribution of capacity range across different electrode materials. 

From the Figure 8, we can observe, more than 44% electrodes are there having capacity 101 to 

200 mAh/g, around 35% electrodes having capacity 1 to 100 mAh/g and 15% electrodes having 

capacity 200 to 299 mAh/g. % of electrodes having capacity greater than 299 mAh/g is very less 

compared to the first three group of electrodes materials. Therefore, the sampling of target variable 

is not homogeneous rather highly heterogeneous, and this may be cause in a misinterpretation of 

the nature data by machine as there is a high chance of overestimate or remembering capacity data 

having range from 1 to 299. To avoid this overestimation, we have fit the ML models in three 



different data set Na+K, Li, and Li+Na+K which has been discussed later. Further, the 

dimensionality reduction was done by the principal component analysis (PCA) on the selected 

descriptors to avoid the dimensionality curse. The PCA analysis shrink the dimension of the dataset 

by X %. We have assessed the performance of different ML models with PCA data and Without 

PCA data and it has been observed that the performance of ML models does not vary by large 

margin. However, since the dimension of the data getting reduced by the PCA method, we go 

ahead with the PCA data. The dimensionality reduction plot by PCA has been shown in Figure 9. 

From the plot it is very clear that the explained variance does not changing after the 37th number 

principal components which indicates that the first 37 principal components are enough to 

represent the whole data and we can remove the unnecessary principal components from the list.  

  

Figure 9: Change of explained variance with each principal components. 

We have also calculated the contribution of each principal components (PCi, i = {1,45}) in terms 

of total variance and from the Figure 10 we have remove those principal components having 

negligable contribution.  



 

Figure 10: Contribution of each principal components in terms of total variance. 

3. Results and Discussion  

The analysis of our data set begins with fixed the target variable capacity. The overall data set 

splits in two set, train set composed of 80% of data and validation set composed of 20% data. Here 

we have compared three different machine learning algorithm Support vector machine (SVM), 

ExtraTress Regressor (EXR) and kernel ridge regression (KRR).  

Since we are predicting continues value via ML, therefore it's belongs to a regression problem and 

to counter that we have used Support vector regression (SVR) a sub part of SVM. C the penalty 

term and gamma are two important parameters which needs to be optimize before fittings of SVR 

model. We have also tested our training data fixed in different kernel function of SVR like linear 

function, radial basis function (RBF) and polynomial function and then select the most optimized 

kernel considering the loss function as mean absolute percentage error (MAPE). As we have 

discussed before the large contribution of LIBs in overall dataset might result in a mimic of Li 



data, we divided our data set in three sets Na+K, Li, and Li+Na+K dataset and then assessed the 

performance of ML models. The training set folded in 10-fold and for each cross-validation test 9-

fold used for the training whether the remain 1-fold used for the assessment of the model 

performance in terms of MAPE as loss function. We have also calculated the standard deviation 

for each 10-fold cross validation set. By the cross validation test we have tried to be sampling our 

data in such a way so that machine can't overfit certain data which is the main reason behind a 

good train score but a very bad test score. The testing of different kernels are shown in Table 1. 

From the Table 1 it is observed that among different kernels RBF kernel function fitted well with 

less error as we assess our SVR model performance by checking the cross-validation score (cvi). 

Table 1: 10-fold cross validation (cvi) test on full data set (Li+Na+K) having different kernel of 

Support vector regression (SVR). 

SVR cv1 cv2 cv3 cv4 cv5 cv6 cv7 cv8 cv9 cv10 SD 
Mean 

MAPE 
MAPEV 

Linear 0.62 0.36 0.37 0.49 0.46 0.38 0.32 0.29 0.29 0.36 0.102 0.395 0.314 

RBF 0.46 0.36 0.32 0.33 0.35 0.40 0.23 0.19 0.20 0.35 0.08 0.32 0.236 

Polynomial 0.60 0.39 0.64 0.55 0.46 0.44 0.44 0.31 0.43 0.53 0.099 0.479 0.396 

 

The cross validation has been also performed for all three different dataset and shown in Table 1. 

The Mean MAPE shows the error on training set whereas MAPEV shows the error on validation 

set. For all the three dataset the similar trend has observed with respect to train error and validation 

error. Though it is expected lesser error for Na+K data as it has lowest number of data point 

however, the less error for Li+Na+K data set compared to other two dataset proves a better 

sampling of the data. The standard deviation for the dataset having higher number of data is low 



compared to dataset having lower number of data which indicates that in overall full dataset the 

main deviation or outlier mainly arises from the Na+K data and not from the Li data.  

Table 2: 10-fold cross validation (cvi) test on three different dataset (Li+Na+K, Na+K, Li) having 

RBF kernel of Support vector regression (SVR). 

SVR(RBF) cv1 cv2 cv3 cv4 cv5 cv6 cv7 cv8 cv9 cv10 SD Mean 

MAPE 

MAPEV 

Na+K (C=75, 

gamma = 0.01) 

0.54 0.50 0.25 0.38 0.24 0.18 0.12 0.19 0.18 0.23 0.14 0.282 0.284 

Li (C=100, 

gamma=0.05) 

0.44 0.36 0.35 0.31 0.40 0.32 0.25 0.21 0.19 0.34 0.08 0.320 0.257 

Li+Na+K (C=100, 

gamma=0.05) 
0.46 0.36 0.32 0.33 0.35 0.40 0.23 0.19 0.20 0.35 0.08 0.32 0.236 

 

 The hyperparameter tuning on C and gamma for SVM ML model has shown in Figure 11. It has 

been observed the best parameters for Li+Na+K and Li data are coming same whereas for Na+K 

data are different. After finding out the best hyperparameters for three different data set we have 

fitted SVM model for training on the training set and then validate the model in terms of MAPE 

utilizing the validation set.  

The comparison between DFT calculated capacity and ML Predicted capacity has shown in the 

Figure 12. We have plotted the DFT calculated capacity vs ML predicted capacity using the best 

hyperparameters of SVM for all three different datasets. 



 

Figure 11: (a) Tuning of C and gamma parameter for Li+Na+K data set for SVM ML mode. (b) 

Tuning of C and gamma parameter for Na+K data for SVM ML model.              

 

Figure 12: (a) Comparison between ML predicted capacity and DFT calculated capacity for SVM 

ML model using RBF kernel, C=75, gamma=0.01 hyperparameters on Na+K dataset. (b) 

comparison between ML predicted capacity and DFT calculated capacity for SVM ML model 

using RBF kernel, C=100, gamma=0.05 hyperparameters on Li dataset. (c) comparison between 

ML predicted capacity and DFT calculated capacity for SVM ML model using RBF kernel, C = 

100, gamma= 0.05 hyperparameters on Li+Na+K dataset.  



Similarly, we have fitted our dataset in a tree-based ML model, ExtraTrees regressor (EXR). As 

we have compared the performance of SVM model in three different set here also we have plotted 

the same plot using EXR ML model. The number of trees and other parameters are optimized 

before fitting the EXR ML model. However, the optimized parameters remain same for all three 

different datasets. The error trend came same as the SVM model all the Li+Na+K data has given 

less error compared to others two data set. Moreover, the overall performance of EXR algorithm 

is better compared to the SVR algorithm. 

Table 3: Cross validation score (cvi), standard deviation (SD), Mean MAPE on training set and 

MAPE on validation set using EXR ML model. 

EXR cv1 cv2 cv3 cv4 cv5 cv6 cv7 cv8 cv9 cv10 SD Mean 

MAPE 

MAPEV 

Na+K  0.60 0.31 0.16 0.24 0.17 0.16 0.14 0.16 0.21 0.25 0.14 0.24 0.284 

Li  0.43 0.37 0.32 0.36 0.37 0.31 0.21 0.20 0.23 0.38 0.08 0.32 0.257 

Li+Na+K  0.47 0.33 0.26 0.32 0.34 0.39 0.23 0.19 0.25 0.33 0.08 0.31 0.236 

 

Figure 13: Comparison between ML predicted capacity and DFT calculated capacity for EXR ML 



model number of trees=800, min_samples_leaf=3, min_samples_split=2 hyperparameters on (a) 

Na+K dataset. (b) Li dataset. (c) Li+Na+K dataset.  

Furthermore, KRR has used for the fitting of the data where we have again checked 10-fold cross 

validation result after choosing the optimized hyperparameters. The result of 10-fold cross 

validation test has shown in Table 4.  Among all these three ML algorithm KRR has fitted the 

Na+K data well compare to the others having MAPEV 0.153 mAh/g. Gamma and alpha are two 

important parameters for KRR algorithm. The optimization of these parameters is shown in Figure 

14.  

 

Figure 14: Optimization of gamma and alpha for KRR for Li+Na+K dataset. 

 



Table 4: MAPE distribution of capacity, standard deviation (SD), Mean MAPE on training set and 

MAPE on validation set (MAPEV) for 10 folds of training (cvi) in KRR ML model trained with 

Na+K, Li, Li+Na+K data. 

KRR cv1 cv2 cv3 cv4 cv5 cv6 cv7 cv8 cv9 cv10 SD 
Mean 

MAPE 
MAPEV 

Na+K 0.50 0.19 0.16 0.19 0.12 0.14 0.19 0.19 0.13 0.24 0.108 0.207 0.153 

Li 0.42 0.33 0.31 0.33 0.36 0.32 0.24 0.20 0.22 0.38 0.072 0.311 0.239 

Li+Na+K 0.40 0.30 0.22 0.32 0.34 0.40 0.25 0.18 0.23 0.33 0.073 0.298 0.208 

 

The DFT calculated capacity and ML predicted capacity for three different datasets has shown in 

Figure 15. Though the trend in training error and validation error in KRR is slightly different from 

the SVM and EXR ML model, overall, the performance of KRR ML model is better than the rest 

of two as KRR is able to mimic the nature of Na+K data better which is more important than to 

mimic Li ion data as our goal to predict the capacity for K ion battery. Therefore, from overall 

analysis on different dataset we can say KRR perform better.  

 



Figure 15: Comparison between ML predicted capacity and DFT calculated capacity for KRR ML 

model (kernel=Laplacian, alpha=0.024239, gamma=0.047051, degree=2   hyperparameters) on (a) 

Na+K dataset. (b) Li dataset. (c) Li+Na+K dataset. We have also fitted random forest regressor 

(RFR). The best hyperparameters of RFR and optimized number of trees is attached with Text S1 

and Figure S1 respectively and the cross validation score is attached with Table S2. Optimized 

hyperparameters and mean absolute percentage error (MAPE) for decision trees regressor has also 

given in Table S3. 

4. DFT Validation 

To validate our calculated capacity for various electrode materials, we have considered five 

different electrode materials and checked their maximum specific capacity by carrying out first 

principles calculations using the projector augmented wave (PAW) method as implemented in the 

Vienna Ab initio Simulation Package. 63–68 Moreover, the generalized gradient approximation of 

Perdew–Burke–Ernzerhof (GGA-PBE) has been considered as the exchange correlation potentials 

and the energy cutoff is set to 470 eV. Furthermore, the dispersion energy corrections have been 

considered by incorporating DFT-D3 method of Grimme. 69,70 All of the structures are relaxed until 

the Hellmann–Feynman force criteria of < 0.01 eV/Å and the total energy convergence criteria of 

10–4 eV. 

The five unintercalated materials we have considered are Mn4NiO8,FeO2,Fe(CoO3)2,V5O12 and 

CoPO4. The structures of the system have been taken from Materials Project database. The fully 

intercalated systems with maximum capacity are represented in Figure 14.  



 

Figure 16: DFT optimized structures of K intercalated electrode materials. 

Using the value of specific capacity from ML results, we obtained the number of intercalating ions 

using the equation, 

 

where z represents the charge on intercalating ions (1 in case of K), x represents the number of 

intercalating ions and F is the Faraday constant (26.8 Ah mol-1). Mf represents the molecular 

weight of the formula unit of the electrode material. The comparison between the ML predicted 

𝐶 =
𝑧𝑥𝐹

𝑀𝑓
 



data and that of DFT are presented in Table 7. Thus we can see that our ML results are very close 

to the independent DFT results and can be used as alternative for time consuming DFT calculations 

in general. 

Table 5: Comparision between number of K ion intercalating calcaulation by machine learning 

and DFT.  

Electrode materials 
Predicted data DFT calculated data 

No. of intercalating K ions No. of intercalating K ions 

Mn4NiO8 3.5 3 

FeO2 0.7 1 

Fe(CoO3)2 2.2 2 

V5O12 3.6 4 

CoPO4 1.2 1 

 

5. Conclusion 

In this work we have predicted specific capacity of prospective K-ion battery electrode materials. 

We have considered Li, Na and K-ion electrode materials and their available battery data from 

Materials Project database. Suitable features have been considered and developed to train the 

various machine learning algorithms. The available data has been divided into train set and 

validation set. The train set has been fitted using various ML algorithms like support vector 

machine, extratrees regressor and kernel ridge regression to learn the nature of the data and features. 

Some statistical methods of data analysis like box plot for outlier detection, joint plot to understand 

the distribution of descriptors, heatmap for the correlation metrics, principal component analysis 

to reduce the dimension of our dataset have been utilized. We have evaluated the performance of 

considered machine learning models by compairing the mean absolute percentage error between 



training set and validation set in each case. Further, adopting kernel ridge regression we have 

predicted the capacity of unknown electrode materials for K-ion battery (Table S4). Using the 

value of specific capacity, the number of intercalated K ions in the formula unit of the non-

intercalated electrode material compounds have been calculated. DFT calculations have been 

performed for sample electrode materials to verify that our ML model can give similar results. Due 

to large range in output specific capacity values, the ML techniques are still not able to provide 

very accurate results and further improvements are expected in future.  Thus, implementing ML 

approach is much more faster compared to the computationally demanding quantum mechanecial 

methods for quick screening of electrode materials which will help to guide the experiments for 

devoloping electrode materials for metal ion batteries. 

6. Supporting Information 

The supporting information contents are elemental properties to generate choice-based feature 

vectorization, heatmap showing the intercorrelation among different selected features, best 

hyperparameters found for random forest regressor (RFR), estimation of optimized number of trees 

for random forest ML model, cross validation score for random forest regressor, optimized 

hyperparameters and mean absolute percentage error for decision trees regressor, predicted 

capacity and number of K ion intercalated per unit formula weight. 
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