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We report the static and dynamical properties of liquid water at the level of second-order Møller-Plesset per-
turbation theory (MP2) with classical and quantum nuclear dynamics using a neural network potential. We
examined the temperature-dependent radial distribution functions, diffusion, and vibrational dynamics. MP2
theory predicts over-structured liquid water as well as a lower diffusion coefficient at ambient conditions com-
pared to experiments, which may be attributed to the incomplete basis set. A better agreement with experimental
structural properties and the diffusion constant are observed at an elevated temperature of 340 K from our sim-
ulations. Although the high-level electronic structure calculations are expensive, training a neural network
potential requires only a few thousand frames. The approach is promising as it involves modest human effort
and is straightforwardly extensible to other simple liquids.

I. INTRODUCTION

Water is both an extremely common and an extremely un-
usual liquid, with anomalous properties such as high sur-
face tension, high viscosity, and temperature of maximum
density.[1, 2] Although these macroscopic properties can be
well characterized experimentally, resolving the atomistic pic-
ture remains challenging. In fact, even the structure of the
water is still subject to intense debate.[2, 3] It is also impor-
tant to understand how water behaves as a solvent or reac-
tant, whether in the bulk or near an interface as these prop-
erties are of central importance in many fields, such as from
atmospheric science, photochemistry, and biochemistry.[4–7]
Hence, water has received great attention in both experimental
and theoretical studies across diverse scientific disciplines.

Molecular dynamics (MD) simulations can provide useful
insights into the atomic details of water. There is a long
standing effort to simulate water using MD methods.[3, 8–
10] The driving forces for MD can be obtained from either
empirical force-field or ab initio calculations. Many water
models have been proposed such as the TIPnP family[11–
13], SPC[14, 15], and MB-Pol[16]. It is also common to use
density functional theory (DFT) for ab initio molecular dy-
namics. However, despite the fact that the DFT formalism is
exact for ground-state properties in principle, in practice ap-
proximations must be made in the exchange-correlation en-
ergy. In principle, the accuracy increases according to the

“Jacob’s ladder” of electronic structure theory, with the local
density approximation (LDA), generalized gradient approxi-
mations (GGAs), meta-GGAs, hybrid functionals, and beyond
e.g. double hybrids, random phase approximation (RPA),
and correlated wave function methods, such as second-order
Møller-Plesset perturbation theory (MP2). A properly cho-
sen exchange-correlation functional has been found to predict
reasonable binding energy for the water dimer, trimer, larger
clusters, and ice as well as the structure of liquid water when
combined with MD. LDA is unacceptable as it overbinds the
water dimer by nearly a factor of 2.[17] Unsurprisingly, LDA
predicts overstructured liquid water and a very small diffusion
constant.[18] GGA functionals perform only slightly better.
DFT-based MD at the GGA level, without dispersion correc-
tions, often requires a much higher temperature than 300 K
to maintain water in the liquid state. For example, one of
the most popular functionals, PBE, can reproduce experimen-
tal radial distribution functions (RDFs) and density at T=440
K and P = 0.3 GPa[19]. Even when a dispersion correction
is added a higher temperature is still required to reproduce
these properties.[20, 21] Grimme’s dispersion correction to
PBE does not significantly improve the structure of water.[21]
BLYP with this correction requires simulation at 360 K to
reproduce the correct RDF.[22] Among the GGA function-
als, revPBE-D3 tends to perform best for RDF, density, and
diffusion coefficient at ambient conditions without increasing
the temperature.[17, 21] However, the results are very sen-
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sitive to the particular choice of dispersion functional. The
revPBE+DRSLL functional tends to overestimate the volume
of ice VIII by 20%. [17]

Recent developments in computational power and method-
ology have made it possible to climb higher rungs of the lad-
der beyond GGA, namely meta-GGA, hybrid functionals, and
many-body correlated methods.[23] Recent works show that
significant improvement can be achieved by the non-empirical
meta-GGA functional SCAN, as developed by Perdew and
co-workers.[24] SCAN yields the correct ordering of densi-
ties between liquid water and ice, at the same time predicting
quantitative agreement with experiments at an elevated tem-
perature of 330 K.[25] However, the bare SCAN functional
systematically overbinds water[26]. Moreover, adding rVV10
to SCAN makes overbinding even stronger, and predicts even
higher water density.[27] Fortunately, a very recent study by
Paesani and co-workers found that density-corrected SCAN
improved the accuracy to the same degree as the “gold stan-
dard” coupled-cluster theory. [26] At the same time, some em-
pirically parametrized meta-GGA functionals such as B97M
with rVV10 correction appear to perform quite well. [28]

At hybrid functional level, The revPBE0-D3 functional is
able to predict the correct experimental RDF and density at
room temperature.[29] However, revPBE0-D3 still underesti-
mates the temperature-dependent density of water by about
5%[30], which may be attributed to the choice of van der
Waals interactions. When the hybrid functional is combined
with rVV10 van der Waals interactions, the equilibrium den-
sity of water agrees better with the experiment when the pa-
rameter from the rVV10 van der Waals interaction is fine-
tuned.[31] Fortunately, it is possible to go beyond hybrid
functionals; including virtual orbitals allows for long-range
van der Waals dispersion interactions from parameter-free ab-
initio calculations. With tremendous computational cost, one
can reach the fifth rung of the ladder with methods such as
RPA and MP2. The MP2 theory gives excellent predictions
of the density at room temperature, while the calculated radial
distribution functions are in fair agreement with experimental
data[32] that tend to be attributed to the stronger dispersion in-
teraction. Previous studies suggest that “MP2 water” is denser
and cooler at ambient conditions compared both with experi-
ment and with “DFT water”. [33]

In addition to the underlying electronic structure theory, an-
other issue is the accurate account of the quantum nature of
the nuclei.[34, 35] Neglect of nuclear quantum effects (NQEs)
may become one of the largest sources of error.[35] For in-
stance, there are subtle differences in RDFs upon the inclusion
of NQEs, especially those that involve hydrogen atoms.[34]
In a classical simulation, to produce an equivalent change in
the RDF, one has to increase the temperature by about 30
K.[9, 25] Although different quantum effects on the O-O RDF
can be canceled, quantum effects on individual H-bond coor-
dinates can be significant. In comparison with a classical sim-
ulation, proton fluctuations along a covalent bond direction
increase almost 10-fold. In addition, recent work from Voth
and co-workers found that higher temperatures do not accu-
rately replicate NQEs at room temperature, which is evident
in different three-body correlations as well as dynamics.[36]

Furthermore, classical molecular dynamics overestimates the
vibrational frequencies of the O-H stretch region and the H-
O-H bend region compared to results that take the NQEs into
account.[29] Regarding the reactivity of water, “classical”
water is more basic than “quantum” water (i.e., water in na-
ture) with a pH of 8.6, which is about a 30-fold change in the
ionization constant.[34] Similar effects have also been found
at metal-water interfaces[37] and for electron transfer in aque-
ous solutions[38]. Hence, the inclusion of nuclear quantum
effects is often necessary to achieve high accuracy in molecu-
lar dynamics simulations.

Path integral molecular dynamics (PIMD) is a method
to incorporate quantum mechanics into molecular dynam-
ics by mapping each quantum particle onto a classical
representation[39]. Combining electronic structure theory
with PI methods is exceedingly computationally expensive
as each particle is represented by several classical replicas,
each requiring a separate on-the-fly electronic structure calcu-
lation. For this reason, high-level electronic structure calcu-
lations coupled with quantum nuclear dynamics have only re-
cently been made possible.[29] Thanks to the recent develop-
ment of neural network potentials (NNPs),[40, 41] an exten-
sive study using a high-quality functional beyond local DFT
is feasible even when combined with path-integral molecular
dynamics. For instance, the densities of water as predicted
by NNP trained on revPBE0-D3 data agree with the experi-
ment to within 3% for both liquid water and ice Ih and Ic.[30]
Accurate and efficient quantum vibrational spectra of water
can also be obtained for bulk and interfacial systems.[42, 43]
Recently, quantum dynamics simulations with forces from a
fifth-rung electronic structure level have provided an accurate
determination of the structure, diffusion, and vibrational fea-
tures of water and aqueous solvated electron .[44, 45]

In this work, the structural and dynamical properties of bulk
water have been studied by means of MD and PIMD simula-
tions via an NNP. Radial distribution functions, diffusion, and
vibrational dynamics were investigated at different tempera-
tures. At ambient conditions, MP2 theory predicts overstruc-
tured liquid water, which might be due to an incomplete basis
set. It is found that experimental structural properties and the
diffusion coefficients are in better agreement with simulations
at 340 K.

II. COMPUTATIONAL DETAILS

All MD simulations are performed using the i-PI code[46,
47] interfaced with LAMMPS [48], which implements the
NNP potential using N2P2 [49]. We used 128 water
molecules at experimental density (0.997 g/mL) to perform
long-timescale molecular dynamics simulations. To achieve
efficient canonical sampling while minimally perturbing the
dynamics, the temperature of classical MD simulations was
controlled using a stochastic velocity rescaling (SVR) ther-
mostat [50], with a time constant of 1000 fs. A timestep of
0.5 fs was used.

Path integral molecular dynamics (PIMD) [39] was used
to incorporate nuclear quantum effects into the calculation of
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static properties. 64 ring-polymer beads were used, which is
sufficient to converge the properties of interest even at low
temperatures.[30, 51] For dynamical properties, thermostatted
ring polymer molecular dynamics (TRPMD) [52], which has
been shown to predict accurate vibrational dynamics of liquid
water [29, 53], and partially adiabatic centroid molecular dy-
namics (PACMD) [54]. A timestep of 0.25 fs was used for
TRPMD calculations, and 0.05 fs for PACMD. For PACMD
simulations, the Parrinello-Rahman mass matrix was adjusted
to shift all normal mode frequencies to to ωNM = 14000 cm−1.
The temperature in PIMD calculations was controlled using
the global path integral Langevin equation (PILE-G) thermo-
stat attached to all the non-centroid normal modes,[55] with a
time constant of 1000 fs. Both methods predict similar diffu-
sion constants but either may have deficiencies when comput-
ing vibrational spectra especially in stretching regions.[29, 56]
To obtain excellent quantitative agreement with experimen-
tal vibrational spectra, it is necessary to combine both high-
precision electronic structure theory and quantum dynamics.
Both of these questions are still open and under development.
In particular, neither TRPMD or PACMD is recognized as
the “gold standard” for uncompromising precision for most
systems and properties.[53] In fact, the transition frequency
for Morse Oscillator as parametrized to model an O-H bond
can be solved analytically. Compared to the analytical so-
lution, the TRPMD simulation tends to overestimate the O-H
vibrational frequency, while PACMD systematically improves
the description of the stretching region of the O-H bond.[43]
Therefore, additional vibrational density of states based on
PACMD have been performed.

Static and dynamical properties are calculated based on a
300 ps trajectory at each temperature, other than PACMD,
which used only 20 ps for additional vibrational density of
states (VDOS) calculations. The dynamical properties of liq-
uid water can be measured by the diffusion coefficient (D)
which can be estimated by Einstein’s relation:

D =
1
6t
〈|r(t)−r(0)|2〉. (1)

Where r(t) are the atomic positions at time t, and r(0) is the
atomic positions at 0. The finite size correction based on the
experimental viscosity.[57] (Details see Supporting Informa-
tion)

The VDOS from classical MD or PIMD is calculated using
the Fourier transform of the velocity autocorrelation (Cvv),

Cvv(ω) =
∫
〈v(τ) ·v(t + τ)〉

τ
e−iωtdt, (2)

with the quantum autocorrelation function computed using the
centroid velocity v.

The starting point for our NNP is that of Ref. 45, at the MP2
level. The reference data obtained at room temperature may
be highly correlated, leading to incorrect dynamics at temper-
atures other than 300 K. The potential was retrained by gener-
ating a large set of configurations of 64 molecules at temper-
atures from 240 K to 350 K using replica exchange molecular
dynamics in the NPT ensemble. 1000 additional structures

were selected using CUR selection based on their atomic fin-
gerprints [58] and added to the training set. MP2 calculations
[59, 60] with triple-zeta quality correlation-consistent basis
sets [61] were carried out using CP2K [62, 63].NNP training
was implemented in N2P2 [49].

III. RESULTS

A. Structure of MP2 water at different temperatures

To shed light on the structure of water at different tem-
peratures, the radial distribution functions (RDFs) of oxygen-
oxygen, oxygen-hydrogen, and hydrogen-hydrogen pairs have
been calculated, as shown in Fig.1 The first point to note here
is that the RDFs as obtained from an NNP at 300 K are in
good agreement with the previous results from Ref. 32: gOO(r)
tends to agree with experimental observations regardless of a
much higher first maximum. (As shown in Fig. 2 in Support-
ing Information) In general, MP2 is more likely to overbind
noncovalent complexes.

The imperfect agreement between MP2 simulations and the
experimental structure may be attributed to an insufficient ba-
sis set. Calculations are carried out using a triple-ζ basis
set. MP2 is known to overestimate dispersion when a rela-
tively small basis set is applied.[66–69] Previous studies indi-
cate that as the basis set increases from double-ζ to triple-ζ
to quadruple-ζ , the mean absolute error in the binding ener-
gies relative to the complete basis set (CBS) values decreases
from 2.18 to 1.74 to 0.99 kcal/mol for the water clusters (n=2-
10). The relatively small basis set overestimates the bind-
ing energies compared to the CBS.[69] The global minima
of water clusters (n=2-6) at the MP2 level agree with the
CCSD(T) level of theory.[70] However, MP2 systematically
contracts the nearest-neighbor O-O separation in water clus-
ters by 0.005 - 0.022 Å with the average of 0.016 Å. In this re-
spect, MP2 tends to overestimate binding energies compared
to CCSD(T) results at the same quality of basis set (aug-cc-
pVDZ). [70] When the binding energies are extrapolated to
the CBS limit, both MP2 and CCSD(T) predict very similar
values. The differences between the two methods are gener-
ally lower than 0.5 kcal/mol.[70]

Given the fact MP2 with triple-ζ overbinds and overesti-
mates the dispersion, it is not surprising that MP2 water at
room temperature over-structures and behaves like ice. The
temperature dependence of the RDFs as shown in Fig.1 from
240 to 350 K was also examined. The RDFs are strongly af-
fected by the temperature with a negative correlation at each
peak. Temperature effects are more pronounced at the first
peaks of gOO(r) which concerns the structure of the first sol-
vation shell. As the temperature increases, the water becomes
less ordered with a relatively lower intensity of gOO(r) at the
first peak. NQEs broaden and weaken the intensity of the first
peaks in gOO(r) and these effects are more pronounced at a
lower temperature. A temperature difference of ∼ 30 K in
classical simulations is required to give the same height of
gOO(r) as in quantum simulations, indicating that the quan-
tum simulation is "hotter".[9, 25] Indeed, classical MD simu-
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FIG. 1. Radial distribution function gOO (a,c), gHH(b,d) and gOH(c,e) as obtained from classical (a-c) and quantum (c-e) simulations at 300
K (red) and 340 K (blue) from 128 water models, in comparison to the experimental values at room temperature (black dashed line).[64, 65]
Subplots show the heights at different temperatures of gOO at the first peak, gHH and gOH at second peak. The light blue lines in subplots
represent RDF heights of the experimental value at room temperature.

lations of water are often carried out at an elevated tempera-
ture to mimic the quantum effect of oxygen and yield an im-
proved description of the local structure of water.[9] In fact,
NQEs are more significant when light atoms are involved.
This simulation protocol with an artificial elevation of 30 K
may fail dramatically in describing the gHH(r) and gOH(r).[9]
As shown in Fig.1(b,d), NQEs significantly broaden the first
and second peaks of gHH(r) and gOH(r). Similarly, we also
plot the temperature dependence of the height of the second
peaks of gHH(r) and gOH(r). It is evident that the temperature
difference may be more than 70 K for gHH(r) (See subplots in
Fig.1(b,d)) and 50 K for gOH (See subplots in Fig.1(c,e)) at the
second peak of the RDFs. More importantly, the broadening
of the first peaks of gHH(r) and gOH(r) cannot be reproduced
with an elevated temperature even up to 70 K. Classical MD
simulations only sample within the range of the thermal en-
ergy kT , which is far below the zero-point energy of an O–H
stretch. Accurate RDFs can be achieved from MP2 theory

with a higher temperature of 340 K, as shown by our classical
and quantum dynamics. As in Fig.1, the experimental RDFs
at room temperature are given in the dashed black lines. The
calculated gOO(r), gHH(r) and gOH(r) at 340 K match with
the experimental value at room temperature. To further under-
stand the local structure of the water molecules, we calculate
the distribution oxygen-oxygen-oxygen triplet angles within
the first solvation shell and the tetrahedral order parameter q,
defined as

q = 1− 3
8

3

∑
i=1

4

∑
j=i+1

(cos(θi j +
1
3
)2, (3)

where θi j is the angle formed by the central water molecules
and its two neighboring water molecules i and j. To calcu-
late the distribution of oxygen-oxygen-oxygen triplet angles
within the first solvation shell, we take the cutoff distance of
two oxygen atoms of 3.35 Å, which yields an average coor-
dination number of 4. An order parameter of q = 1 defines a
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FIG. 2. The oxygen–oxygen–oxygen triplet angular distribution as
obtained from classical and quantum dynamics at multiple temper-
atures. The resulting tetrahedral order parameter of liquid water is
shown as a function of temperature. The experimental data at 298 K
are marked in black dashed line as comparison.[65]

perfect tetrahedral local environment, and q decreases as the
structure of water becomes less ordered and tetrahedral. As
shown in Fig.2, the experimental triplet angles show a weak
shoulder at around 60◦ and a broad strong peak at around
100◦. We present the calculated Pooo at three different temper-
atures – 240 K, 300 K, and 340 K. At the lower temperature
of 240 K, NQEs strongly adjust the local environment of wa-
ter, resulting in a less ordered water structure. The order pa-
rameter as estimated from quantum simulations is about 0.68
which is lower than that of 0.72 from classical simulations.
The difference of local parameters becomes less with increas-
ing the temperature. At room temperature, MP2 predicts a lo-
cal parameter of 6.15 for quantum simulations (6.17 for clas-
sical), which is higher than the prediction from the fragment-
based MP2/aug-cc-pVDZ simulation.[71] The inconsistency
may come from the choice of basis sets and the employment
of fragmentation methods. Beyond room temperature, the lo-
cal parameter from classical and quantum simulations is al-
most identical (see Fig.2). The local order parameter at 340 K
(qquantum=0.577, qclassical=0.575) predict almost exact number
compared to the experimental value of 0.570. The calculated

triplet angles distributions predict an accurate line shape at
around 100◦, but a weaker shoulder at 56◦ instead of 60◦.

B. Dynamical properties

It is difficult to converge the diffusion coefficient using ab
initio molecular dynamics due to its high computational cost,
especially when combined with high-level electronic struc-
ture theory beyond standard GGA. Diffusion coefficients from
high-level electronic structure theory have been only made
available by using a multiple time stepping (MTS) method.
For instance, Marsalek and Markland carried out revPBE0-
D3 calculations using ring-polymer contraction with MTS
methods.[29] The calculated diffusion coefficient of liquid
water at 300 K is determined to be 2.67 and 2.29 × 10−5

cm2/s from classical and quantum simulations respectively.
The inclusion of NQEs decreases the diffusion coefficient
by 30%. [29] Del Ben and co-workers combined a hybrid
functional (PBEW1- D3) with MP2, using fast (0.25 fs) and
slow (2.5 fs) time steps to calculate the dynamical property
of MP2 water.[72] Their analysis is based on two trajecto-
ries of each roughly 10 ps as obtained in the NVE ensemble,
and the self-diffusion constant values obtained are 0.67 and
0.77 × 10−5 cm2/s at 300 and 307 K, respectively. At room
temperature, our simulations predict a diffusion constant of
0.629 (0.693) and 0.996 (1.060) × 10−5 cm2/s from classi-
cal and quantum dynamics (the quantities in brackets are af-
ter finite-size correction[73]), which is in fair agreement with
previous simulations[72]. In fact, a classical MD simulation
with a limited timescale of 10-20 ps may yield statistical error
bars of more than 20% on dynamical quantities such as the
diffusion coefficient. That may explain the minor inconsis-
tency between our values and previous results.[29, 72] Nev-
ertheless, these values are below the experimental diffusion
at room temperature, and more similar to a lower-temperature
diffusion. In Fig.3, we plot the temperature-dependent diffu-
sion coefficient as obtained from classical and quantum dy-
namics. The diffusion constants are systematically underesti-
mated by MP2 theory for both classical and quantum simula-
tions. When the experimental diffusion constant is shifted to
a higher temperature by 40 K, the diffusion constant as cal-
culated from our simulations matches with experimental val-
ues. Previous studies show that NQEs contribute a 30% de-
crease to the self-diffusion of liquid water using revPBE0-D3
functional and a similar slowdown has also been observed us-
ing revPBE-D3 functional.[29] Unlike the revPBE0-D3 func-
tional, the diffusion of water upon including NQEs are en-
hanced by 10-70% from 240 to 320 K, while a slow down of
diffusion by 3-7% have been observed beyond 330 K.

To understand the vibrational dynamics of MP2 water, we
calculate the density of states (VDOS) from the Fourier Trans-
form of the velocity-velocity auto-correlation function at dif-
ferent temperatures. As shown in Fig. 4, classical MD simu-
lations overestimate the OH-stretch mode and bend mode by
around 300 cm−1 and 40 −1 compared to experiment at room
temperature (with the experimental OH stretch at 3380 cm).
In quantum simulations, the O–H stretching frequency is red-
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FIG. 3. Temperature dependence of the diffusion coefficient after
finte size correction as obtained from classical and quantum simula-
tions, in comparison to the experimental values (black line)[74] and
its shifted value by 40 K.

shifted from 3685 cm−1 to 3524 cm−1 (from TRPMD) and
3442 cm−1 (PACMD), with the latter agreeing better with the
experiment. [75]

NQEs also contribute to the improvement of the bending
mode (experimentally 1637 cm−1 in the IR measurement)
from 1693 (classical) to 1624 (quantum). While the agree-
ment of MP2 calculations with experiments is very good, that
of revPBE0-D3 water is somewhat better, particularly for the
O–H stretching peak [35]. The PACMD results for the li-
brational and bending modes in water are reasonably good
across the range of temperatures studied, but the agreement
between the experimental and PACMD O–H stretching modes
improves as the temperature is decreased, with quantum re-
sults at 240 K giving the best agreement with experiments.[75]

IV. CONCLUSIONS

In this work, we simulated MP2 water using an NNP at
different temperatures using classical and quantum dynam-
ics. MP2 theory, though belonging to the fifth rung of the
electronic structure “Jacob’s ladder”, is unable to predict ac-
curately the static and dynamical properties of liquid water.
This may be because an insufficiently large basis set causes
MP2 theory to overestimate the Van der Waals interaction.
This may be improved upon by increasing the basis set to
quadruple-ζ and larger, or by estimating the difference be-
tween the results of small and large basis sets using cluster
models and decomposing the error into two- and three-body
interaction terms, which can be used to further cancel the
basis-set error. Alternatively, double-hybrid density function-
als based on MP2 and random-phase approximation may be
used to train the NNP: they exhibit faster convergence with
basis set size at similar computational cost as the parent cor-
related methods [76].
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FIG. 4. Temperature dependent vibrational density of states from 240
K to 350 K. The blue lines are obtained from classical simulations,
while the red lines are from TRPMD, the red dashed-lines are from
PACMD simulations. Vertical lines show experimental vibrational
frequencies at 300K.

Although nuclear quantum effects reduce the height of the
first peak of the oxygen-oxygen radial distribution function at
room temperature, the match with the experimental RDF is
still not perfect.[72] However, a better agreement with exper-
imental RDFs is observed at an elevated temperature of 340
K, at which MP2 predicts stratifying static properties of liq-
uid water compared to the experimental data, as characterized
by the RDFs, triplet angles distribution, and tetrahedral local
order parameters. It is possible that the elevated temperature
cancels the error due to an insufficient basis set, higher kinetic
energy compensating for the overestimation of dispersion by
MP2 theory.

Although our NNP accurately captures a range of static and
dynamical properties, many properties of water such as the
dielectric constant and vibrational spectra are not yet avail-
able. Future work will focus on the modelling of these proper-
ties using symmetry-adapted machine learning methods [77].
Other future prospects include clarifying the basis set effect on
the computed properties, probing the performance of double-
hybrid density functionals, and extending simulations to other
important simple liquids such as ammonia and hydrogen sul-
fide.
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