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Abstract  

 Molecular simulations are becoming a common tool for the investigation of dynamic and 

thermodynamic properties of novel solvents such as ionic liquids and the more recent deep eutectic solvents. 

As the electrostatics derived from ab initio calculations often fail to reproduce the experimental behaviors of 

these functionalized solvents, a common treatment is scaling the atomic charges to improve the accord 

between experimental and computational results for some selected properties, e.g., the density of the liquids. 

Although there are many computational benchmarks on structural properties of bulk ionic liquids, the choice 

of the best scaling parameter remains an open question. As these liquids are designed to solvate solutes, 

whether the solvation thermodynamics could be correctly described is of utmost importance in practical 

situations. Therefore, in the current work, we provide a thermodynamic perspective of this charge scaling 

issue directly from solute-solvent interactions. We present a comprehensive large-scale calculation of 

solvation free energies via nonequilibrium fast-switching simulations for a spectrum of molecules in ionic 

liquids, the atomic charges of which derived from ab initio calculations are scaled to find the best scaling 

factor that maximizes the prediction-experiment correlation. Further, the density-derived choice of the 

scaling parameter, which is used as the estimate from bulk properties, is computed and compared with the 
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solvation-free-energy-derived one. It is observed that when the scaling factor is decreased from 1.0 to 0.5, 

the mass density exhibits a monotonically decreasing behavior, which is caused by weaker inter-molecular 

interactions produced by the scaled atomic charges. However, the solvation free energies of external agents 

do not show consistent monotonic behaviors like the bulk property, the underlying physics of which are 

elucidated to be the competing electrostatic and vdW responses to the scaling-parameter variation. More 

intriguingly, although the recommended value for charge scaling from bulk properties falls in the 

neighborhood of 0.6~0.7, the solvation free energies calculated at this value are not always in good 

agreement from the experimental reference. By modestly increasing the scaling parameter (e.g., by 0.1) to 

avoid over-scaling of atomic charges, the solute-solvent interaction free energy approaches the reference 

value and the quality of calculated solvation thermodynamics approaches the hydration case. According to 

this phenomenon, we propose a feasible way to obtain the best scaling parameter that produces balanced 

solute-solvent and solvent-solvent interactions, i.e., first scanning the density-scaling-factor profile and then 

adding ~0.1 to that solution. We further calculate the partition coefficient or the transfer free energy of 

solutes from water to ionic liquids to provide another thermodynamic perspective of the charge scaling 

benchmark. Another central result of the current work is about the widely used force fields to describe 

bonded and vdW terms for ionic liquids derivatives (i.e., the GAFF derivatives). These pre-fitted 

transferable parameters are evaluated and refitted in a system-specific manner to provide a detailed 

assessment of the reliability and accuracy of these commonly used parameters. Component-specific refitting 

procedures unveil that the bond-stretching term is the most problematic part of the GAFF derivatives in 

modelling ionic liquids and the angle-bending term in some cases is also not accurate enough. Astonishingly, 

the torsional potential defined in these pre-fitted force fields performs extremely well.  
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1. Introduction 

The development of green solvents for chemical and biomedical applications is of increasing emergence. 

Ionic liquids and their more recent analogues deep eutectic solvents are promising replacements for 

conventional organic volatile, toxic and/or flammable solvents due to their tunability, lack of flammability, 

etc.1-9 More importantly, these functionalized solvents exhibit satisfactory solvation power for organic 

compounds and metallic species.10-13 For instance, these novel solvents are applied as extractants in the 

separation of aromatic hydrocarbon from naphtha and in the extraction of metals.14-16 Many polymeric 

species that are distinct from water also show satisfactorily high solubilities in these functionalized 

solvents.17 These novel solvents also find their positions in analytical chemistry through separation 

applications in chromatography as stationary phases, mobile phase additives or flow modifiers.18-21 When 

investigating the solvation process of some selected molecules in ionic liquids derivatives which is the most 

common and designed usage of these green solvents, the thermodynamic quantity with the highest relevance 

is, obviously, the solvation free energy.   

Molecular dynamics simulations are becoming a common tool for the investigation of the dynamic and 

thermodynamic properties of complex biological and chemical systems.22-31 In molecular simulations of 

these green solvents, classical fixed-charge force fields are often incorporated to describe the intra- and 

inter-molecular interactions.32-38 The functional forms of classical force fields are simple enough, which 

enables large-scale explorations of long-time dynamics in complex solution systems. Complicated 

interaction networks are formed by complex ingredients of ionic liquids. Accurate modelling of ionic liquids 

requires appropriate and balanced descriptions of hydrogen bonding, long-range electrostatics, dispersion 

interactions, etc. In the formulism of classical force fields, these interactions are mainly defined in bonded, 

electrostatic and vdW terms.39-44 The bonded interactions determine the intra-molecular conformational 

preference and the non-bonded interactions including electrostatic and vdW interactions determine the 

strength and pattern of inter-molecular coordination.   

The most widely accepted treatment for electrostatics is deriving atomic charges based on some quantum 

mechanical calculations. However, the electrostatics derived from ab initio calculations often fail to 

reproduce the experimental behaviors of these novel solvents. Although the careful parametrization of force-

field parameters for ionic liquids targeting some high-level ab initio or experimental data could be 

performed, the most common, computationally efficient albeit less theoretically rigorous solution to this 

problem is scaling the atomic charges to improve the accord between experimental and computational 

results for some selected properties (e.g., the density of the system), the validity of which is often attributed 
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to charge transfer and polarization.32, 34, 36-38, 45 Despite the massive emphasize of bulk properties of these 

novel solvents in molecular simulations, little attention is paid to the most important thermodynamic 

observable that must be accurately reproduced in practical applications of ionic liquids derivatives, the 

solvation behavior of external agents in these functionalized solvents. Solvation free energy is often 

considered as a critical property in the parameterization and evaluation of modern force fields.46-50 Accurate 

calculation of the solvation properties of molecules of interest in different solvents is of utmost importance 

in the accurate modelling of complex biochemical processes. Although insights about charge scaling from 

this crucial thermodynamic quantity (i.e., solvation free energy) would be extremely useful, this critical 

observable as a criterion for the charge scaling issue is commonly overlooked. Considering the importance 

of such extensive benchmark calculations for this thermodynamic observable, in this work, we employ 

advanced sampling protocols to obtain the solvation free energies of a spectrum of small molecules in 

several ionic liquids. This thermodynamic perspective from solvation free energies is highly relevant to the 

balanced description of solute-solvent and solvent-solvent interactions. Thus, it serves as a criterion with 

higher priority than bulk properties in the modelling of ionic liquids. To avoid biasing the conclusion due to 

intrinsic limitations of the benchmark set, we select three ionic liquids and a large set of solute molecules 

with diverse structural features. Specifically, the cationic specie 1-ethyl-3-methylimidazolium (EMIM) is 

combined with three anionic species including dicyanamide (DCA), bis(trifluoromethylsulfonyl)imide 

(Tf2N, NTf2, or NTf2), and trifluoromethylsulfonate (TfO or OTf) to form three room-temperature ionic 

liquids, all of which are typical ionic solvents used in industrial and laboratorial applications. These 

combined ionic mixtures are represented by the ion-pair abbreviations as [EMIM][DCA], [EMIM][NTf2] 

and [EMIM][OTf].  

Aside from the charge scaling issue, whether the other parameters in commonly used classical force 

fields are suitable for ionic liquids derivatives is also unclear. Specifically, the massive application of the 

bonded and vdW parameters from the general AMBER force field (GAFF) parameterized for drug-like 

molecules is unjustified. Although the vdW parameters are often considered to be less system-dependent and 

thus are often used in a brute-force way, the dihedral or torsional terms in the bonded parameters that 

determine the intra-molecular conformational preference could show obvious system dependence. To 

solidate the whole modelling protocol for ionic liquids derivatives, it is inevitable to evaluate the reliability 

of these factors. Therefore, another focus of the current work is the assessment of the existing parameters 

from GAFF derivatives. Another evaluation step taken further is refitting the GAFF derivatives in a system-

specific manner to approach the accuracy limit under this functional form, which enables the identification 
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of problematic force-field terms in the GAFF framework and provides hints about directions for further 

development. Overall, the current extensive computational investigation of ionic liquids and their 

interactions with external agents provides a useful and practical thermodynamic perspective for accurate 

modelling and efficient simulation of ionic liquids derivatives.     

 

2. Computational Setup 

2.1. System Construction.  

As mentioned in the previous section, the current work aims at providing general guidelines for the 

selection of the scaling parameter for atomic charges in the simulations of ionic liquids derivatives. Thus, 

three different but typical ionic liquids used in industrial and laboratorial applications are considered. To 

make the observation of the solvation behavior broadly applicable and avoid biased conclusions due to 

limited solute selection, a spectrum of small drug-like molecules with diverse structural features are 

simulated. The solvation free energies of these molecules in water are also calculated to validate the model 

construction and simulation protocol used in the current work. The chemical structures of ions forming the 

considered ionic liquids are presented in Fig. 1, while the names of all solutes under consideration are 

summarized in Table S1. These experimental values of thermodynamic parameters are obtained from 

references.51-59 Note that for each ionic solvent, the solutes under consideration are a subset of the whole 

Table S1 list, and the details of these solute-solvent pairs would be presented in Table S2-S11 along with the 

computed results. 

 The 3D chemical structures of all molecules except water used in this study are obtained from the 

PubChem database. We then consider the parameterization of these species. For charge generation, we 

employ the restrained electrostatic potential (RESP)60 fitting with the traditional gas-phase scanning 

procedure. Namely, we optimize each molecule at the B3LYP/6-31G* level in vacuo, after which the 

electrostatic potential (ESP) around the molecule is scanned with the Merz-Kollman scheme at the HF/6-

31G* level. Then, restrained fitting with a two-step hyperbolic regularization term is then initiated to get the 

atom-centered charge set. The other terms (bonded and vdW interactions) are grabbed from the second 

generation of GAFF (GAFF version 2.11, GAFF2).61 Note that the model construction is also repeated with 

the first generation of GAFF (GAFF 1.81), but according to the results of the force-field evaluation 

presented in the results section, these two force fields show similar behaviors and thus only GAFF2 is used 

in simulations. When dealing with systems including water molecules (i.e., solvation in water), the TIP3P 

model62, 63 is employed.  
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The PACKMOL package64 is used to construct the simulated solution box. The solvation of the 

considered molecules is expected to happen in a box of solvent molecules (i.e., ionic liquids or water) that 

produce the bulk properties. If the simulation box is not large enough, finite-size effects would be introduced 

and the structural arrangement of the solvent33 and thus solute-solvent interactions would be altered. Thus, 

the size of the simulation box and the number of solvent molecules presented should be sufficiently large to 

ensure that the bulk properties of the solvent are produced. For ionic liquids, this often indicates that the 

number of ion pairs should be sufficiently large to converge various properties. For each ion pair, the same 

amounts of cations and anions (i.e., ion pair) forming the ionic liquids are inserted into the cubic cell with a 

side length of ~37 Å, and the number of the distributed solvent molecules (cations and anions forming ionic 

liquids) is calculated to make the number of atoms in the cubic box close to 5100 atoms. According to 

numerical tests, the simulation box of this size is sufficiently large to eliminate any finite-size effects. The 

cubic cell is replicated in whole space with periodic boundary conditions.  

As the initial configuration obtained in this way is often suboptimal and far from equilibrium, we 

perform minimization and 20 ns NPT equilibration at the physiological condition (i.e., 298 K) to get an 

equilibrated box. After that, we perform 30 ns production run to estimate the mass density of the ionic 

liquids. Note that the simulations are performed separately under different scaling parameters for the ionic 

liquids. As good experiment-simulation agreements are often observed when the scaling parameter lies in 

the range of 0.6-0.8,36 in our benchmark calculations the scaling parameters employed include 0.6, 0.7, and 

0.8. Note that as this charge scaling treatment is not really rigorous and leads to worse reproduction of the 

ab initio ESP (i.e., the reference in RESP fitting), in the scaling parameter scanning we do not use too dense 

spacing but select the increment of 0.1. We also include a further smaller scaling factor 0.5 and the ab initio 

derived unscaled 1.0 parameter set in unbiased simulations for density estimation to cover the possible range 

that the best experiment-simulation agreement could be achieved.  

 

2.2. Nonequilibrium Alchemical Transformation. 

 It is common to estimate the solvation free energy of drug-like molecules with alchemical free energy 

calculations, which construct an artificial transformation pathway along the so-called alchemical order 

parameter.50, 65-67 The end states are defined as fully coupled and decoupled solute-solvent systems, and the 

variation of free energies along the alchemical pathway is calculated to estimate the final solvation free 

energy. The nonequilibrium transformation technique, which enables the feasible calculation of the free 

energy difference between end states, is employed in the current work. Only equilibrium simulations at 
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physically meaningful end states are conducted to grab initial conditions, while the rest of sampling is 

performed in nonequilibrium trajectories. The theoretical perspectives of the nonequilibrium free energy 

techniques can be found in many references.68-76 Here, we only detail the sampling protocol used in our 

nonequilibrium alchemical transformation.  

 The alchemical order parameter λ is used to define the percentage of coupling between the solute and 

solvent (water). A value of zero suggests the fully decoupled state, while a value of one provides the 

physical solvated state. To properly treat the perturbation and structural rearrangement during the solvation 

process, we use long unidirectional pulling initiated from the decoupled state in the alchemical free energy 

calculation. The initial structure of solute is the optimized structure used in charge generation (i.e., gas-phase 

optimized one at the B3LYP/6-31G* level), and 5000 steps gradient decent and 2 ns equilibration are 

conducted to obtain an equilibrated condition, from which 100 ns unbiased sampling at the physiological 

condition with the sampling interval of 1 ns are performed to grab 100 initial conditions for nonequilibrium 

pulling. Note that this sampling interval is sufficiently long to effectively eliminate possible correlations in 

the simulated system, and the large number of independent initial configurations enables a good coverage of 

the relevant space. The λ-switching procedure is composed of two successive sub-steps. The solute-solvent 

vdW interaction is gradually turned on with the soft-core realization in the first step, after which the 

electrostatic part is switched on. As the transformation of this dispersive-repulsive interaction is often more 

challenging than the electrostatic part, the pulling time of the vdW change is set to 400 ps, while that of the 

electrostatics is 200 ps. The λ variation is performed every 2 fs. As a result, the magnitudes of each λ 

perturbation are 5e-6 and 1e-5 for the vdW and electrostatic transformations, respectively. The 

nonequilibrium transformation for each solvation free energy calculation thus lasts 600 ps, and the total 100 

realizations lead to the pulling time of 60 ns. By adding the equilibrium sampling length for initial 

configurations, the total sampling time of each solvation free energy calculation in equilibrium and 

nonequilibrium ensembles is 160 ns. This sampling time in the current λ-switching protocol is much longer 

than the normally used one for solvation free energy calculations, thus often suggesting a satisfactory 

convergence behavior of the nonequilibrium free energy calculation. In the case that the convergence 

behavior of the nonequilibrium alchemical transformation is not very good, the details of which would be 

discussed in the results part later, we double the pulling time (i.e., 800 ps vdW and 400 ps electrostatic 

transformations with a perturbation step of 2.5e-6 and 5e-6, respectively). The GROMACS 2019.6 

implementation77 is used for the alchemical free energy calculation. The velocity rescaling algorithm78 is 

employed for temperature regulation at 298 K and the Parrinello-Rahman Lagrangian79, 80 with isotropic 
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scaling is used for pressure regulation. Long-range electrostatics are treated with the smooth Particle-mesh 

Ewald (PME)81 method. Note that the fast-switching solvation free energy calculations are also performed 

under different charge scaling parameters for ionic liquids to find the best option for this treatment. The 

scaling parameters tested would be discussed in the results section presented later.  

 

3. Results and Discussions. 

3.1. Charge Generation.  

Electrostatics are considered to be the most flexible part of classical force fields. Therefore, this highly 

system-dependent component is often fitted in a molecule-specific manner. Despite the massive use of the 

RESP scheme in ionic liquids derivatives, whether the naïve application of the traditional fitting procedure is 

appropriate remains unclear. In the generation of RESP charges, the structure is optimized to reach a highly 

populated low-energy configuration, which is then used for ESP scan to obtain the fitting target. It should be 

noted that the reference value used in the regularized charge-fitting is the Coulombic molecular ESP, the 

accurate reproduction of which ensures the accuracy of inter-molecular electrostatic interactions. Therefore, 

it is straightforward to compare the ESP produced by the fitted charges with the ab initio reference in the 

current evaluation of the atomic charges. To this aim, we calculate the ESP relative root-mean-squared error 

(RRMSE) of the RESP charges with respect to the scanned HF/6-31G* reference, which is shown in the 

inset of Fig. 2a. For all ions forming the ionic liquids under consideration, the ESP RRMSEs are 

satisfactorily small, which suggests a good level of reproduction of the inter-molecular electrostatics at the 

target level. However, we should note that by scaling the atomic charges, the molecular ESP produced by 

atomic charges would deviate from the current fully charged results, which would degrade this ESP 

reproduction to some extent. The dipole moments produced by the RESP charges are compared with the ab 

initio results also in Fig. 2a, where a satisfactory agreement is again observed, although this observable is 

not included in the objective function in the restrained fitting. Therefore, for fully charged ion pairs, the 

inter-molecular electrostatic interactions could be reproduced very well with ab initio accuracy. However, as 

the fixed-charge treatment could be inappropriate for highly charged species due to the neglection of charge 

transfer and polarization induced by environmental coupling, charge scaling is often applied in simulations 

employing fixed-charge classical force fields.  

Accurate modelling of the solvation behavior also requires accurate electrostatics, but this time the 

interaction is formed between solute and solvent molecules. We then check the dipole moments produced by 

the RESP charges and the ab initio results for all solutes under consideration in Fig. 2b, where still 
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satisfactory agreements are observed. A wide range of chemical features are covered by these selected solute 

molecules. For instance, the dipole moments of solutes cover the range of 0~4.5 Debye, which suggests the 

inclusion of both highly polar and non-polar species in the dataset. These selected molecules could be 

considered as typical solutes for ionic liquids derivatives. As the RESP scheme produces satisfactory 

reproductions of both the molecular ESP and dipole moments for both ionic solvents and solutes, we 

conclude that the application of the RESP charge scheme in ionic-liquids simulations is generally not 

problematic. However, it should be noted that when charge scaling is applied to the ionic solvent, the 

atomic-charge-produced electrostatics are expected to deviate from the ab initio results, which is true for 

both solvent-solvent and solute-solvent interactions.  

 

3.2. Assessment of the GAFF Derivatives.  

After finishing the assessment of the most flexible part of force fields, we then turn to the less system-

dependent parts, the parameters of which are often extracted from the pre-fitted GAFF derivatives in the 

modelling of ionic liquids derivatives. Although the GAFF parameters are commonly employed in the 

simulations of ionic liquids derivatives, its quality or closeness to high-level ab initio descriptions is seldom 

evaluated. As these general-purpose transferable parameters are pre-fitted from a large set of drug-like 

molecules, which could differ from species forming ionic liquids derivatives, whether the GAFF derivatives 

could produce satisfactory descriptions of these novel solvents remain unknown. Thus, the second part of 

our modelling of ionic liquids focuses on the justification of the use of these pre-fitted parameters and 

figures out whether further developments are in urgent need. As atomic charges are fitted in a system-

specific manner and GAFF derivatives are used to describe bonded and vdW interactions, the force-field 

parameters under assessment only include bonded and vdW terms. As vdW interactions often exhibit less 

system-dependent behaviors and play a relatively minor role in molecular recognition, these parameters are 

similar in different force fields. As a result, the main difference between different classical force fields lies in 

the bonded terms, which include potentials describing bond stretching, angle bending, and dihedral flipping. 

Among these stiff degrees of freedom, the dihedral/torsional terms are relatively soft and play a key role in 

determining the intra-molecular conformational preference of individual molecules involved in inter-

molecular arrangement. As a result, different torsional parameters could lead to significant differences in 

inter-molecular coordinations.82    

A direct way to evaluate the goodness of a parameter set is calculating its deviations from some high-

quality reference data with a certain degree of reliability. For instance, we can select an ab initio level and 
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calculate various properties of molecules under consideration as the reference values. Then, we repeat the 

same calculation using the selected force field and estimate the deviations of these results from the ab initio 

reference. However, such comparison only provides the absolute deviation of the selected parameter set 

from the reference data, which is influenced by both the functional form of the force field and the quality of 

the pre-fitted parameters. The former is considered as the intrinsic limitation introduced by the functional 

form used in the force field and cannot be overcome unless more complicated terms are added. However, 

this betterment often comes with a higher computational burden that is undesired for molecular simulation, 

especially for those requiring long-time-scale sampling. By contrast, the latter could be more 

straightforwardly improved by adjusting existing parameters, which approaches the accuracy limit of the 

employed functional form and does not increase the computational cost in sampling. A good force-field 

evaluation should provide information about both the ‘badness’ of the existing parameters used in the force 

field and its distance from the best solution under the existing functional form. Therefore, in the current 

assessment of the GAFF derivatives two goals are pursued. Here, we use GAFF2 as an example in 

presentation. The first goal is thus the estimation of the deviations from the reference level under the GAFF2 

parameter set, and the second one is whether significant improvements could be gained by refitting the 

GAFF2 parameters to provide higher-accuracy descriptions. Below, we provide details about the force-field 

refitting and evaluation for all ionic liquids under investigation.  

The generalized force-matching (FM) scheme83, 84 is employed in the force-field refitting. The other non-

bonded terms (i.e., atomic charges and vdW terms) are kept unchanged during the course of the refitting. 

Although the 1-4 non-bonded interactions that are calculated between atoms separated by three consecutive 

bonds are often considered as bonded terms that correct the errors of the dihedral/torsional terms, as the other 

non-bonded parameters are kept fixed, the 1-4 non-bonded scaling constants are also excluded from the 

adjustable parameter set. As a result, only bonded parameters including bond stretching, angle bending, and 

dihedral flipping terms are optimized.   

The objective function used in the current refitting includes the system energy, every component of the 

atomic forces, and a regularization term restraining the parameter space to explore and avoiding overfitting. 

The parameterization procedure is generally the same as our previous host-guest work.82 Specifically, the 

reference value of the harmonic L2 restraint imposed on all bonded terms is GAFF2. The relative weights of 

the energy and force terms are the same, while that of the regularization term is much smaller (0.1 of the other 

two terms). The prior widths remain their recommended values in the implementation. As tested in our 

previous works, this strength of regularization often triggers an error increase of ~10% compared with the 
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unregularized parameter adjustment, but the obtained parameters are effectively restrained in the reasonable 

range of physical properties.82 The parameter space is further regularized according to the atom-type symmetry 

defined in the initial guess of GAFF2. Note that the periodicity of dihedral terms is also fixed in the refitting.  

Then we detail the procedure of the generation of reference data. The configurations used in ab initio 

calculations are generated with classical force fields. For each molecule (ion), we accumulate 10000 

configurations with a sampling interval of 10 ps, which leads to a sampling time of 100 ns for each ion. Instead 

of using the physiological condition, in this configurational sampling we employ a high temperature of 600 K 

in order to enable unconstrained exploration of the configurational space. The obtained 10000 configurations 

are then used for ab initio calculations. The highly efficient B97-3c composite method85 performs quite well 

in reproducing the high-level energetics for ionic liquids.33 Therefore, in the current force-field refitting and 

evaluation, this method is selected as the reference level and ORCA86, 87 is used to perform these calculations. 

The optimized parameter set is named as FM-B97-3c in the following discussion.  

After obtaining the optimized parameter set, we then perform some sampling to grab some configurations 

for quality assessment. In this procedure, we perform 10 ns gas-phase sampling with a sampling interval of 

10 ps at 300 K, which gives 1000 independent configurations. The energetics are calculated with the pre-fitted 

GAFF2 and the refitting FM-B97-3c parameter set and their deviations from the ab initio reference are 

presented in Fig. S1, where we can see that the refitted parameter set produces results much closer to the 

reference level than the initial guess GAFF2. The root-mean-squared error (RMSE) of the energetics produced 

by the two parameter sets are provided in Fig. 3a, where we know that the GAFF2 error is quite large for all 

ions under consideration, while significant improvements are attained by adjusting all bonded terms in a 

regularized way to fit the ab initio data. This observation suggests that the refitting of the pre-fitted GAFF 

derivatives seems necessary for the modeling of ionic liquids derivatives. Although this information is very 

useful for accurate modelling of ionic liquids, it is still unclear that which term in force fields is more 

problematic, i.e., requiring adjustment. We thus look into the details of the adjusted parameter set and see 

which part is changed significantly upon refitting. Interestingly, this fitting-details check suggests the bond 

stretching interaction to be the most questionable part in GAFF derivatives for describing ionic liquids, and in 

some cases the angle term is also changed significantly. However, intriguingly, the variations of the rest of 

bonded terms (i.e., dihedral/torsional arrangement) are quite small. Thus, it is reasonable to wonder whether 

the bond stretching and sometimes angle bending terms are contributing almost all improvements in refitting 

and the dihedral interactions are not really problematic. To validate this hypothesis, we repeat the GAFF2 

refitting with two other fitting procedures. In the first one, the refitting proceeds with only angle and dihedral 
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terms included in the objective function and the bond stretching term is kept fixed. This scheme enables us to 

separate the energetic improvements due to bond stretching terms. In the second scheme, both bond stretching 

and angle bending terms are fixed and only the torsional term is under adjustment, which enables the direct 

evaluation of the quality of torsional parameters of GAFF2. As the focus here is the accuracy improvements 

after refitting with the all-terms-flexible, bond-stretching-fixed and dihedral-only procedures, we present the 

improvement of RMSE of the system energy, which is defined as the difference between the RMSE of GAFF2 

and that of FM-B97-3c. As shown in Fig. 3b, although significant improvements are observed in refitting 

when all bonded terms are adjustable, the betterment is smaller under the bond-stretching-fixed procedure. 

The situation is extremely severe for the DCA anion, where it is clear that the bond stretching term is 

contributing almost all RMSE improvements. For the other systems, when the bond term is fixed, the RMSE 

improvements become smaller than the all-bonded-terms-flexible case, but the betterment is still not very 

small. When bond stretching and angle bending terms are both fixed, the GAFF2 refitting leads to negligible 

RMSE improvements for all ions under consideration, which suggests that the GAFF2 torsional potential is 

actually of satisfactory accuracy. Overall, the above detailed refitting check suggests that the improvements 

in refitting GAFF2 mainly come from the bond stretching term and in some cases also the angle bending term, 

while the torsional term is perturbed minimally, which validates our hypothesis.  

As bond stretching and angle bending do not have significant influences on the formation of three-

dimensional structural motifs and the force-field refitting requires the generation of computationally costly ab 

initio data, we thus wonder whether it is necessary to refit the existing GAFF2 parameters. Further, as the 

torsional rearrangement is actually the main influencing factor among bonded interactions determining the 

conformational equilibria in the three-dimensional assembly of condensed-phase systems including ionic 

liquids, the small errors of torsional parameters in the pre-fitted GAFF2 parameter set actually suggest that 

this transferable force field already contains parameters of acceptable quality and the direct application of 

them will not cause significant problems. We have also repeated the above procedure for GAFF, which gives 

very similar results (not shown). Thus, using the GAFF derivatives in the simulation of ionic liquids 

derivatives would not incur significant problems. However, it should be noted that although the restrained 

parameter adjustment requires further computational costs and leads to marginal improvements for torsional 

terms, doing such calculations is meaningful for two reasons. First, the quality of force-field parameters is 

indeed improved by adjusting existing parameters in a molecule-specific manner targeting a good high-level 

reference. If we include all bonded interactions in the refitting, bond stretching and angle bending motions 

would also be represented in a way closer to the ab initio reference, which is especially important when bond-
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length-related observables are under consideration. Second, for newly explored species, we would never know 

whether the pre-fitted parameter sets could produce satisfactory results until benchmark calculations are 

performed to calculate their deviations from some ab initio reference. Therefore, the force-field refitting 

workflow could be considered as a universally usable scheme for the treatment of any ion pairs. Although we 

can initiate our fast-growth solvation free energy calculation with these refitted parameters to pursue highly 

accurate descriptions, as the aim of the current work is to provide some guidelines for the selection of the 

charge scaling parameter in the widely used simulation regime employing GAFF derivatives that do not show 

significant problems in the treatment of the ion pairs under consideration, we stick to the widely used GAFF 

derivatives in the following nonequilibrium alchemical transformation. As the GAFF derivatives show similar 

behaviors in the force-field evaluation, in the following simulation only the GAFF2 parameter set is employed.  

 

3.3. Best Scaling Parameter from Density Matching.  

The most common way to get the best scaling parameter for atomic charges in the simulation of ionic 

liquids derivatives is monitoring the response of bulk properties to this variable. Among so many calculable 

bulk properties (e.g., viscosity and diffusion coefficient), the density of the simulated box wins the widest 

recognition. It is also observed that the best scaling parameters estimated from different bulk properties are 

somehow similar. Therefore, in the current benchmark calculation, we focus on the density of the ionic 

liquids and adjust the charge scaling parameter to achieve the best simulation-experiment agreement. The 

scanned scaling parameters include 0.5, 0.6, 0.7, 0.8 and 1.0, as mentioned in the system construction 

section. This scanning area covers the possible range that the simulation-experiment agreement could be 

maximized, which ensures the identification of the best scaling factor for the density of ionic liquids.  

The absolute values of the experimental mass densities for the ionic liquids88-91 under consideration are 

summarized in the caption of Fig. 4. It is clear that the densities of the three ionic liquids show significant 

differences. As the current density-matching benchmark focus on the agreement between experimental and 

simulated values, we focus on the deviation of the simulated density from the experimental reference. As 

shown in Fig. 4, the charge scaling influences the densities of all ionic liquids under consideration. For all 

ion pairs, the unscaled 1.0 system has the largest density, which is expected due to the stronger charge-

charge interactions produced by fully charged molecules. When the atomic charges are scaled down, the 

system density decreases monotonically, which arises from the weaker inter-molecular electrostatic 

interactions and thus less compact structures formed by these charge-scaled ion pairs. Note that the slope of 

this decreasing behavior shows system dependence. With the decrease of the scaling parameter, the drop of 
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the mass density of the [EMIM][DCA] ion pair is the slowest one among the three root-temperature ionic 

liquids, while the slopes of the other two curves (i.e., [EMIM][NTf2] and [EMIM][OTf]) are somehow 

similar.  

The best experiment-simulation agreement happens at the intersection of the density-variation curve and 

the vertical zero-deviation reference. It is observed that although the three ionic liquids under consideration 

share the same cationic specie, their best charge scaling parameters differ. Therefore, it is improper to 

choose some pre-defined scaling parameter simply according to one specie involved in the ion pair 

composition. Further, the experimental densities of the three liquids follow the rank [EMIM][DCA] < 

[EMIM][OTf] < [EMIM][NTf2], but from density estimation the best charge scaling parameters follow 

[EMIM][NTf2] < [EMIM][DCA] ≈ [EMIM][OTf], which suggests that the correlation between the absolute 

density and the charge scaling parameter is not good. Therefore, for practical systems, instead of 

determining the scaling parameter following some pre-defined rules, it is highly desirable to obtain the 

reliable answer from the scaling-density benchmark. However, although the exact solution of the charge 

scaling problem for a newly encountered system is unknown, some insights could indeed be summarized. 

From Fig. 4, it can be observed that the best scaling parameters for different ionic liquids differ, but these 

optimal solutions all lie somewhere between 0.6 and 0.7. Therefore, it can be concluded that although the 

specific value of the best option for charge scaling from density estimation is system-dependent, choosing 

something in the neighborhood of 0.6~0.7 is often half-optimal. As discussed previously, the density-scaling 

benchmark is quite effective to find the best charge scaling parameter for the simulation of bulk properties. 

However, as these bulk properties only involve solvent-solvent interactions, it is unclear whether this best 

scaling factor is proper for more complex situations such as the designed usage of these green solvents, the 

solvation of some solute molecule in ionic liquids derivatives. In this case, aside from the solvent-solvent 

interactions, the accurate description of solute-solvent interactions is also important. In the following parts, 

we would investigate the influence of the scaling factor on the calculated solvation free energy of a spectrum 

of solutes in the three ionic liquids.  

 

3.4. Solvation Free Energy from Fast-Growth Simulations.  

For each molecule, the swarm of λ-switching simulations for solute creation produces 100 independent 

microscopic works, which are then used to estimate the free energy difference or the solvation free energy at 

infinite dilution. Three commonly used estimators are employed. The first one is the exponential averaging 

(EXP) or the Jarzynski equation,92, 93 which estimates the free energy difference by exponentially averaging 
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microscopic nonequilibrium works, i.e.,
growth

solvation ln
W

A e
−

 = − . Here, solvationA  represents the 

dimensionless solvation free energy, growthW  denotes the nonequilibrium work accumulated during the 

growth transformation, and the canonical bracket denotes averaging over the realizations initiated from the 

fully decoupled state. Although this estimator is asymptotically unbiased, the numerical behavior is 

unsatisfactory due to its poor statistical efficiency.94-96 Also, the analytical uncertainty of this estimator tends 

to be underestimated due to the presence of the upper bound.97 The second estimator is the slow-growth 

method98-100 that approximates the free energy difference with the arithmetic mean of microscopic 

nonequilibrium works, i.e., solvation growthaA W W = = . This estimator is theoretically rigorous only when 

the pulling simulation is infinitely long, i.e., reversible pulling. The third estimator is the Gaussian 

approximated EXP (GEXP) method, which is a direct result of the truncated cumulant expansion of the EXP 

estimate, 
growth

2

solvation growth
2

W
A W


 = − , where 

growth

2

W  denotes the variance of the work distribution. 

The GEXP estimator has better numerical behavior than the original EXP but introduces systematic bias 

when the microscopic works are not normally distributed. Aside from the free energy difference itself, 

accurate determination of the statistical uncertainty of the free energy estimate is also very important. As the 

analytical formula of the standard error tends to underestimate the statistical uncertainty and the situation is 

more severe for unidirectional perturbation,97 the bootstrapping method is used to calculate the statistical 

errors of the three free energy estimates. Note that for charged species, the molecule creation in PME-

enabled simulations would lead to Coulombic artifacts (Wigner self energy, to be specific), which is 

significant especially for small simulation boxes.101-103 As the solute molecules considered in the current 

work are all in their neutral forms, which does not lead to net-charge variation in the alchemical 

transformation, no post-process charge correction term is needed.  

We then start to check the free energy estimates from fast-growth alchemical transformations. Before 

dealing with solvation transformations in ionic liquids, we first validate our simulation protocol and the 

solute parametrization by checking the results in water, i.e., calculating the hydration free energies for all 

solutes under consideration. The first thing in free energy analysis is convergence check. For near-

equilibrium pulling, the EXP and GEXP estimates are expected to be similar. Whether this phenomenon is 

observed is used as a criterion for convergence in the current unidirectional switching simulations. In the 

case that statistically significant differences are observed between the EXP and GEXP results, we lengthen 

the nonequilibrium transformation time by a factor of two in order to achieve a better level of convergence, 
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as discussed in the last paragraph of section 2.2. An illustrative example for this validating procedure is 

presented in Fig. 5a, where the ordinary average, the exponential average, and the Gaussian approximated 

exponential average of microscopic works accumulated during the nonequilibrium growing transformation 

of 1,4-dioxane in water are compared. The free energy estimates obtained from both the directly sampled 

work distribution and the bootstrap resampled one are presented, where no identifiable difference could be 

observed between direct and bootstrapped estimates. This phenomenon suggests that no hysteresis problem 

is hindering the convergence of the free energy calculation. Thus, the simulation is expected to be 

converged. Another sign of convergence is the perfect agreement between the EXP and GEXP estimates, 

which suggests that the pulling is well within the near-equilibrium condition. Note that the ordinary average 

is still deviating from the other estimates, which indicates that the pulling is still performed in a 

nonequilibrium way. Namely, the reversible pulling condition is not met, although this will not harm when 

the free energy estimate is extracted from more rigorous EXP and GEXP estimators. As the EXP estimate is 

theoretically rigorous and its value is close to the GEXP one upon convergence, we use this estimate as the 

converged solvation free energy in the following discussion of simulation results.    

We then turn to the solvation free energies of all solutes under consideration in water to check whether 

the parametrization of these molecules and the protocol of alchemical transformations are good enough to 

produce results in good agreement with the experimental values. The computed hydration free energies are 

summarized in Table S2. The correlation between the computed and experimental results is presented in Fig. 

5b, where we can see that most of the computed values fall within the ±1 kcal/mol line from the 

experimental reference. There are only several systems having more than ±1 kcal/mol deviations and only 

one solute with a more than ±2 kcal/mol error. Therefore, it is observed that the calculation is producing 

satisfactory results from the correlation plot. To assess the quality of calculations with some numerical 

quantities, we calculate three error metrics including the mean signed error (MSE), the mean absolute error 

(MAE), and the RMSE and two ranking coefficients of Kendall's rank correlation coefficient (τ) and 

Pearlman's predictive index (PI), the results of which are also presented in Table S2. We can see that the 

calculation achieves a small RMSE below 1 kcal/mol, which is the normal accuracy of the hydration free 

energy calculation. MSE is close to zero, which suggests no systematic over- or under-estimation. MAE is 

also small enough (< 1 kcal/mol). The ranking coefficients are both larger than 0.75, which suggests that the 

consistency of the computed and experimental ranks of hydration free energies is satisfactory. Overall, the 

hydration free energies calculated with our modelling protocol are in good agreement with experimental 

values. Thus, the current model construction and sampling protocol are of sufficient reliability for solvation 
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free energy calculation.  

 

3.5. Best Scaling Parameter for Atomic Charges from Solvation Free Energy in Ionic Liquids.  

The previous section provides sufficient evidence of the reliability of the solvation free energies in 

water (or hydration free energy) obtained from our fast-growth simulations. In this subsection, we 

summarize the results obtained under different scaling parameters of atomic charges for ionic liquids and 

identify the best option that minimizes the deviations from the experimental references. All computed 

solvation free energies are summarized in Table S3-S11.  

Response of solvation free energy to charge scaling: monotonic or not?  

In the mass density case, it is observed that such bulk property often shows some monotonic behavior 

when the scaling parameter is varied. This is a satisfactory behavior when the best charge scaling factor is 

pursued, as simple numerical scanning is sufficient to handle the job effectively. When we leave the bulk 

properties but concentrate on the solute-solvent interaction, it is thus curious to ask whether this monotonic 

behavior exists for the solvation free energy. For the numerical illustration of this issue, we use the first two 

solutes under consideration (i.e., 1,4-dioxane and 1-butanol) and the solvent [EMIM][DCA].  

The solvation free energies obtained with different scaling parameters for the bulk ionic solvent are 

shown in Fig. 6 along with the sampled work distributions. As shown in Fig. 6a-c for the first solute 1,4-

dioxane, the microscopic works fall in a narrow range for all of the three scaling parameters simulated. The 

EXP and GEXP estimates agree well, which suggests the near-equilibrium condition of the nonequilibrium 

growth transformation and the resulting good convergence behavior of the alchemical simulation. The slow-

growth ordinary average Wa of the microscopic works stays far away from the other two estimates, which 

indicates that the pulling simulation is irreversible. An interesting phenomenon about the ordinary average is 

that the difference between the ordinary average and the Gaussian estimate seems to be positively correlated 

with the scaling factor. As this difference is often considered as an estimate of the dissipation of the 

nonequilibrium process, the scaling down of atomic charges is actually reducing the dissipation. Also, as this 

difference is directly related to the width of the work distribution, the microscopic solvation works in 

charge-scaled ionizing solvents are thus distributed in a narrower range and the alchemical free energy 

simulation is easier to converge. Similar observation could be attained for the second example 1-butanol. 

Thus, we do not repeat such discussion. Bootstrap resampling is performed to get the numerical statistical 

uncertainty of the free energy estimates. The resulting bootstrapped work distributions are used to extract 

free energy differences, which are ultimately averaged to give the averaged bootstrapped estimate of the 
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solvation free energy. These averaged bootstrapped estimates are plotted along with the direct ones in Fig. 6, 

where good agreements are observed. This observation again suggests that the hysteresis problem is 

negligible and thus the good convergence behavior of the current free energy calculation.  

After finalizing the convergence check, we then turn to the physical aspect about the (non-)existence of 

the monotonic behavior. Instead of comparing the absolute solvation free energies, we still use the deviation 

from the experimental reference as the quantity to monitor in the scaling-parameter dependence. Still, the 

two solute molecules presented above are used as illustrative examples. As shown in Fig. 7, the solvation 

free energies of both solutes exhibit monotonic behaviors with respect to the variation of the scaling 

parameter. However, the free energy estimate of 1,4-dioxane increases monotonically (more positive) while 

the 1-butanol one decreases monotonically (more negative). This opposite behavior suggests that the 

response of solvation free energy to the variation of scaling parameter is solute-dependent. As there are a set 

of solutes with structurally diverse features under consideration, the whole set of solvation free energies 

would exhibit the averaged behavior of the whole solute set. This averaged response, although being the 

combined result of a set of monotonic components, may not be monotonic. If we jump out of the whole-set 

assessment but focus on the optimal scaling parameter for a given solute-solvent pair, a combination-

dependent solution could be reached. When the solvation of 1,4-dioxane in [EMIM][DCA] is used as the 

reference, the optimal scaling parameter is close to 0.8. When the reference is the combination of 1-butanol 

and [EMIM][DCA], the optimal solution is close to 0.7. Recalling that the density-derived solution for this 

ionic solvent presented in Fig. 4 is 0.7, it is obvious that the solvation-free-energy-derived result could differ 

from the bulk-property-derived one significantly. Although this observation could be taken as some facts to 

guide the charge scaling of ionic solvents, it would be extremely useful if the physical reason that causes this 

phenomenon could be unveiled.  

The solvation-free-energy-derived solution to the charge scaling problem differs from the density one, 

which is not unexpected. Below, we provide a more detailed investigation of this issue and provide an 

explanation from a theoretical point of view. Both solute-solvent and solvent-solvent interactions are 

affected by the scaling of the solvent charges. We first consider the variation of the bulk density when the 

atomic charges of ionic liquids are scaled down. When the charge scaling factor decreases from 0.8 to 0.6, 

the mass density of the ionic liquids decreases monotonically (c.f., Fig. 4), which suggests looser inter-

molecular coordination. It is thus easier to create a cavity in this less compact bulk solvent, which is actually 

experienced during the switching-on simulation of the repulsive-dispersive solute-solvent interaction. Note 

that the vdW transformation also includes favorable solute-solvent interactions, but this cavity creation cost 
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is often expected to be more sensitive to the variation of the solvent density. As the free energy cost for 

cavity creation is positive, larger scaling parameters would lead to more positive solute cavity works. By 

contrast, the electrostatic contribution to the solvation free energy is often negative (energetically favorable). 

A large scaling parameter would lead to stronger solute-solvent electrostatic stabilization and thus a more 

negative electrostatic contribution. As a result, the charge-scaling-dependent behavior of the solvation free 

energy in ionic liquids is triggered by the competition between electrostatic and vdW components of the 

solvation free energy. To provide the numerical validation of this hypothesis, we present in Fig. 8a-b the 

electrostatic and vdW contributions to the solvation free energies of the first two solutes in [EMIM][DCA] 

under different scaling parameters. These plots clearly show that when the charge scaling parameter grows 

from 0.6 to 0.8, the solute-solvent electrostatic interaction becomes more negative/favorable and the vdW 

contribution becomes more positive (less favorable), which agrees with our hypothesis. The system-

dependent behavior of the magnitudes of electrostatic and vdW responses leads to the solute-dependent 

response of the solvation free energy. Upon the elucidation of this behavior, another interesting question to 

ask is whether there is a system with similar electrostatic and vdW responses that trigger a close-to-zero 

change of the solvation free energy when the scaling parameter is varied. Fortunately, due to the inclusion of 

a broad spectrum of solute molecules, the observation of this phenomenon is possible. By scanning the 

whole solvation dataset for [EMIM][DCA], we do find some systems with this interesting behavior. An 

illustrative example to discuss is 1-propanol, the results of which are shown in Fig. 8c. For this system, the 

solvation free energy seems irrelevant to the charge scaling parameter. The reason for this intermediate 

behavior can be obviously seen from the component decomposition. The electrostatic and vdW contributions 

to the solvation free energy have similar response magnitudes, which leads to variation cancellation. The 

existence of solute-solvent pairs with various charge-scaling dependence (i.e., increasing, decreasing, or 

irrelevant) supports the diversity of the selected solvation dataset and thus the broad validity of the current 

benchmark calculations. The above observations also show that the monotonic behavior of bulk properties is 

no longer valid for the absolute solvation free energies of the whole solvation set. However, whether the 

deviation of the computed value from the experimental reference would be monotonic remains unknown, as 

system-dependent offsets are included in such calculation.  

Visual inspection of the calculation-experiment correlation as a tool for charge scaling.  

The quality of the calculated values is assessed with three error metrics including MSE, MAE, and 

RMSE and two ranking coefficients of τ and PI, as discussed in the hydration case previously. The 

illustrative examples 1,4-dioxane, 1-butanol and 1-propanol already show that the solvation free energies of 
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different solutes behave differently when the degree of charge scaling is varied. As the current solvation 

benchmark is averaging the results of the given set of solute-solvent pairs and their responses to the charge 

scaling treatment, it is hard to say whether the quality metrics for the solvation free energies of a set of 

structurally different solutes would be monotonic with respect to the scaling parameter. Still, the option that 

produces the best result is pursued, and this apparent estimate is expected to vary with the chosen test set. 

However, as the current dataset already contains a spectrum of solute molecules and three representative 

ionic liquids, the result from the current benchmark test is expected to be valid for a wide range of solute-

ionic-liquids pairs.  

The solvation free energies obtained from the current extensive modelling are summarized along with 

the corresponding experimental values in Table S3-11. The quality metrics calculated with these statistics are 

also provided. Before monitoring the variation of the quality metrics with respect to the scaling parameter, 

we first evaluate the charge scaling issue by visualizing the experiment-calculation correlation to obtain 

some preliminary picture of the influence of this charge scaling treatment. The EXP estimate is used in the 

current and following analyses. The results are plotted in a system-specific manner in Fig. 9a-c. For the first 

ionic solvent [EMIM][DCA] shown in Fig. 9a, the calculated solvation free energies with a scaling 

parameter of 0.6 have many outliers (more than 2 kcal/mol deviations). The experiment-calculation 

correlation is improved when the scaling factor is increased by 0.1, i.e., producing the 0.7 results. Note that 

this value 0.7 is also the best scaling parameter derived from the previous density analysis shown in Fig. 4. 

Thus, the density-derived solution is reasonable to some extent. Larger improvements are observed when the 

scaling factor is increased further to 0.8. If we check the RMSEs calculated from the 0.7 and 0.8 sets in 

Table S4 and S5, we can see that the RMSE of the 0.7 set is 1.25 kcal/mol, which is larger than the typical 1 

kcal/mol error for solvation free energies. By contrast, the value for the 0.8 set is ~0.7 kcal/mol, which falls 

satisfactorily within the 1 kcal/mol threshold. Thus, the scaling factor of 0.8 does seem more reasonable than 

the density-derived estimate 0.7. As for the second ionic liquids [EMIM][NTf2] shown in Fig. 9b, while the 

calculated solvation free energies with the scaling factors 0.6 and 0.7 have outliers falling outside the 2 

kcal/mol deviation line, the 0.8-scaled results are all close to the y=x line. Thus, from this correlation plot 

we can say that the value of 0.8 could lead to better performance than 0.6 and 0.7. Note that the density-

derived scaling parameter for this ionic solvent is 0.6, which is much smaller than the current solvation-

correlation-derived 0.8. The experiment-calculation correlation for the last ionic liquids [EMIM][OTf] is 

presented in Fig. 9c, where we can see that all calculated results fall inside the ± 2 kcal/mol deviation line, 

irrespective of the scaling factor. The results obtained with the scaling factor of 0.6 seem to have larger 
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errors/deviations than the 0.7 ones, and the 0.8 results are generally higher/larger than the 0.7 ones. 

However, it is difficult to determine the best solution simply from this correlation plot. Thus, for this ionic 

solvent, the later quantitative comparison of quality metrics seems necessary.   

Another useful experiment-calculation correlation is putting the results of all ionic liquids obtained 

under the same scaling parameter together, as shown in Fig. 9d-f. This comparison considers all systems 

under simulation as a whole set of solute-ionic-liquids pairs, and can be used to deduce a solution generally 

applicable to a broad range of ionic liquids rather than a specific combination (e.g., those shown in Fig. 9a-

c). For the scaling factor of 0.6, the results of all ionic liquids are presented in Fig. 9d. We can see that under 

this scaling parameter the calculated results for [EMIM][DCA] have many outliers with more than 2 

kcal/mol deviations from the experimental reference, for [EMIM][NTf2] there are only several points lying 

outside the ±2 kcal/mol line, and for [EMIM][OTf] there is no outlier. Considering the solvation behaviors 

of all ionic liquids, this 0.6 scaling parameter inevitably produces significant deviations (> 2 kcal/mol) from 

experiments. The solvation free energies in all ionic liquids obtained under the scaling factor 0.7 are 

presented in Fig. 9e, where a similar phenomenon is observed. Namely, the number of outliers is quite large 

for [EMIM][DCA], only several points are falling outside the 2 kcal/mol deviation line for [EMIM][NTf2], 

and no outlier is observed for [EMIM][OTf]. When the scaling factor is increased further to 0.8, the results 

shown in Fig. 9f are obtained. Under this scaling parameter, interestingly, all solvation free energies in 

[EMIM][DCA] are within the ±2 kcal/mol line, which suggests the applicability of this scaling parameter for 

this solvent. For the other two ionizing solvents, the number of outliers is also zero. Therefore, this 0.8 

scaling parameter is considered to be generally applicable to ionic liquids with different compositions. It 

should be noted that for all of the three ionic liquids under simulation, the density-derived solutions never 

reach such a high value, which suggests that the solvation-derived estimate with across-the-broad 

applicability could differ drastically from the density-derived estimates. This phenomenon is not 

unexpected, as the accurate description of the solvation process requires accurate and balanced solute-

solvent and solvent-solvent interactions, while only the latter (i.e., the solvent-solvent interaction) is taken 

into consideration in the bulk-property-derived estimate.   

Quality metrics as the thermodynamic criteria for charge scaling. 

To determine the best scaling parameter directly from the quality metrics, we present the dependences 

of three error metrics (RMSE, MSE and MAE) and two ranking coefficients (Kendall τ and PI) on the 

scaling factor for atomic charges in Fig. 10. For the first ionizing solvent [EMIM][DCA], as shown in Fig. 

10a, all of the three error metrics exhibit a monotonically decreasing behavior with respect to the scaling 
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parameter. The positive MSE indicates systematic over- or under-estimation (depending the sign considered 

in discussion). This systematic deviation gradually vanishes with increased scaling parameters. RMSE 

achieves its smallest value when the scaling factor is 0.8 and is well below the 1 kcal/mol threshold that is 

the normally observed mean error for hydration free energy. Therefore, the best scaling parameter derived 

from error metrics is 0.8 for this solvent. As for the ranking coefficients presented in Fig. 10b, 

monotonically increasing behaviors are observed for both metrics. The highest value of Kendall τ is 0.69, 

and that of PI is 0.85. These high ranking coefficients suggest good agreements between computed and 

experimental ranks of solvation free energies. Thus, the best scaling parameter derived from ranking 

coefficients is 0.8. Taken together, the best scaling parameters determined from error metrics and ranking 

coefficients agree well and are 0.8. Note that this solvation-thermodynamics-derived 0.8 solution is 0.1 

larger than the density-derived estimate shown previously. Another worth noting point is that we cannot 

guarantee that the minimum error point is reached in the scanned range of the scaling parameter, mainly due 

to the monotonic behaviors of all quality metrics. A possible observation is further lower errors and better 

ranks for the scaling parameter of 0.9. However, as this 0.8 scaling factor simultaneously ensures accurate 

calculation of solvation free energies and maintains a good level of density reproduction, we can conclude 

that this value is a half-optimal option at least.   

For the second ionic liquids [EMIM][NTf2], the error metrics and the ranking coefficients are presented 

in Fig. 10c-d. Interestingly, for the second solvent the error metrics calculated with the 0.6 and 0.7 results 

are similar, although quality metrics produced by the 0.7 set are still superior than the 0.6 case. Note that the 

RMSE calculated with the 0.7 set is already below the 1 kcal/mol threshold for solvation free energy, which 

suggests that this scaling parameter is able to produce solvation thermodynamics with acceptable accuracy. 

When it comes to the ranking coefficients, a modest improvement could still be observed. When the scaling 

factor increases further to 0.8, all error metrics experience a drastic fall. The RMSE achieves 0.45 kcal/mol, 

which indicates an extreme accuracy of the solvation free energy calculation. MAE exhibits a behavior 

similar to RMSE. The MSE of -0.03 kcal/mol suggests no systematic over- or under-estimation. Significant 

improvements are also observed for ranking coefficients. Therefore, the best scaling parameter determined 

from extensive solvation free energy calculations for this ionic solvent [EMIM][NTf2] is 0.8. Note that this 

value is 0.2 larger than the density-derived solution 0.6, which again suggests the inappropriateness of using 

bulk properties as reference observables when pursuing accurate solvation behaviors that involve both 

solute-solvent and solvent-solvent interactions.  

The results for the third ionic solvent [EMIM][OTf] are shown in Fig. 10e-f. The error metrics in Fig. 
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10e suggest that the scaling factors of 0.7 and 0.8 produce similar performances in the solvation set and their 

RMSEs are below the 1 kcal/mol threshold. Thus, both scaling factors seem acceptable from error metrics. 

By contrast, the scaling factor of 0.6 is obviously worse and should not be considered in practical 

simulations. Interestingly, unlike the scaling-factor-irrelevant error metrics in the range of 0.7-0.8, both 

ranking coefficients shown in Fig. 10f exhibit monotonically increasing behaviors with respect to the scaling 

parameter in the whole scanned range 0.6-0.8. Thus, we can conclude that the value of 0.8 is better than 0.7 

and the best scaling factor for this solvent [EMIM][OTf] is 0.8. By comparing this solvation-free-energy-

derived solution with the density-derived one shown previously, we still observe that the recommended 

value from the solvation set is 0.1 larger than the bulk-property-derived estimate. Considering the consistent 

solvation-larger-than-density behavior observed for all of the three ionic liquids, we summarize that the best 

solution determined from solvation thermodynamics is generally slightly larger (~0.1) than the bulk-

property-derived one. Based on this fact, it is possible to devise a feasible way to obtain the best scaling 

parameter that produces balanced solute-solvent and solvent-solvent interactions. As large-scale solvation 

free energy calculations are computationally demanding and should be avoided in practical simulations, we 

recommend scanning the density-scaling-parameter profile exhaustively to find the best density-derived 

solution and then adding ~0.1 to approximate the solvation-thermodynamics-derived scaling parameter.  

Although the above ion-pair-specific benchmark provides valuable thermodynamic insights about the 

charge scaling problem, in the last solvation benchmark we consider all ionic liquids as a whole and expect 

to determine a universal scaling factor applicable for a series of ion-pair combinations. All solvation free 

energies in the three ionic liquids are combined to produce a total solvation set, from which error metrics 

and ranking coefficients are computed. As shown in Fig. 10g-h, the error metrics and the ranking 

coefficients show consistent monotonic behaviors with respect to the scaling parameter, and the calculation 

achieves its highest performance at the scaling parameter 0.8. This value is at least 0.1 larger than any 

density-derived estimates for individual ionic solvent forming the total set. Therefore, from this total 

benchmark we can also conclude that the solvation-free-energy-derived scaling parameter is slightly higher 

than the density-derived one.  

 

3.6. The Partition Benchmark.  

The above computational perspective about the solvation-free-energy-derived scaling parameter is 

extremely useful when accurate solvation behaviors are pursued. The inter-molecular coordination between 

the ionic liquids derivatives and the external agent would be described very well. Although the absolute 
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solvation free energy is a critical criterion with significant thermodynamic relevance for practical chemical 

and biological applications, another crucial thermodynamic observable highly related to it could also be 

derived from the statistics accumulated in this work as another criterion for the charge-scaling issue. The 

basic idea is combining the computational results from the solute-in-ionic-liquids and the solute-in-water 

cases to produce the relative solvation free energy of each external agent in the two solvents, which is often 

called as the transfer free energy used to estimate the water-ionic-liquids partition coefficient. Although the 

logarithm of the partition coefficient log P defined as the transfer free energy divided by RT ln 10 is the 

observable commonly used in this solute-distribution situation, as this suppressed quantity is smaller in 

value than the free energy difference itself at physiological conditions, we stick to the transfer free energy 

that is more numerically sensitive in the partition benchmark, similar to our previous treatment of pKa 

shifts.104 The accuracy of the calculation of this relative free energy depends on both the solute-water 

description and the solute-ionic-liquids counterpart. Therefore, aside from the correct description of 

solvation thermodynamics in ionic liquids derivatives evaluated in the previous case, the modelling accuracy 

of the solvation in water is also an influencing part. Here, as the popular TIP3P model is used to describe 

water molecules, any observation about the partition behavior from the current computational perspective 

would be limited to this model, although the hydration thermodynamics produced by popular water models 

are often similar.  

In this partition benchmark, the water-ionic-liquids transfer free energy for each solute is calculated as 

the difference between its solvation free energies in these two solvents. As these solvation data are already 

available in Table S2-S11, we do not duplicate the exact values of transfer free energies but focus on quality 

metrics directly. The error metrics and the ranking coefficients for the water-[EMIM][DCA] partition set 

obtained with different scaling parameters are presented in Fig. 11a-b. Interestingly, compared with the 

previous [EMIM][DCA] solvation benchmark, although the error metrics still show monotonic behaviors 

with respect to the scaling parameter, the ranking coefficients seem unchanged for scaling factors in the 

range of 0.6 and 0.8, which obviously is caused by the inclusion of the calculated hydration free energies. 

This phenomenon clearly shows that the partition benchmark is not equivalent to the solvation set. It is 

worth noting that the absolute values of ranking coefficients are enlarged when including hydration free 

energies in the calculation. For instance, PI computed from solvation free energies in the ionic solvent 

[EMIM][DCA] is ~0.6 when the scaling factor is 0.6, and reaches a value of ~0.8 when the scaling 

parameter is increased to 0.8. However, in the partition benchmark, the values of PI under all scaling 

parameters are larger than 0.8. This enlargement due to the inclusion of hydration free energies is obviously 
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caused by the cancellation of errors in the calculated solvation free energies in the two solvents for 

individual solute. It is hard to define the best scaling parameter from the ranking coefficients as the three 

estimates (i.e., with scaling factors 0.6, 0.7 and 0.8) are extremely similar, but we can still conclude that the 

best option is 0.8 according to the error metrics. Therefore, the basic conclusion about charge scaling 

remains the same as the solvation set for this ionic solvent [EMIM][DCA].  

For the second ionic solvent [EMIM][NTf2], the monotonic behavior for the error metrics observed in 

the solvation set vanishes in the current partition benchmark, although the scaling parameter of 0.8 still 

shows minor superiority among the three values, as shown in Fig. 11c. Further, in Fig. 11d, the 

monotonically increasing behaviors of ranking coefficients observed in the solvation set no longer exist. 

Instead, the opposite behavior (i.e., monotonically decreasing behavior) is observed in the water-

[EMIM][NTf2] partition set. Therefore, the best scaling parameter determined from ranking coefficients is 

0.6. The disagreement between recommended values from error estimation and ranking analysis makes the 

determination of the best scaling parameter a difficult thing for the partition benchmark. If the smallest 

errors/deviations are pursued, the scaling factor of 0.8 should be chosen. On the other hand, if the ranks of 

transfer free energies (partition coefficients) are of utmost importance, the value of 0.6 is recommended. 

Anyway, as this partition set also involves the errors introduced by hydration free energies in TIP3P water, 

the above observations and the resulting recommendations are limited to the TIP3P-ionic-liquids 

combination. When a different water model is employed, different conclusions are expected to be reached. 

Another worth noting point is still the significant improvement of the absolute values of ranking 

coefficients. Similar to the previous water-[EMIM][DCA] case, the values of τ and PI in the solvation set are 

significantly smaller than those in the partition benchmark. This phenomenon, obviously, arises from the 

error cancellation for the calculated solvation free energies of the same solute in water and in ionic liquids. 

As for the third ionic solvent [EMIM][OTf], the error metrics and the ranking coefficients for the water-

[EMIM][OTf] partition set are shown in Fig. 11e-f. The scaling-parameter dependence of the error metrics 

in the partition set differs from the [EMIM][OTf] solvation case, where the error metrics RMSE and MAE 

obtained from the scaling factors 0.7 and 0.8 are similar and are obviously smaller than the 0.6 results. For 

the partition set, RMSE and MAE reach their minimum values when the scaling factor is 0.7. As for the 

ranking coefficients, monotonically decreasing behaviors are observed and the best scaling parameter is 

found to be 0.6. The best solutions determined from error estimation and rank analysis again do not agree 

well, which makes it difficult to determine the best scaling factor. However, it can be concluded that the best 

solution is expected to fall in the range 0.6~0.7, which overlaps with the 0.7~0.8 option derived from the 
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solvation set to some extent. Note that the improvement of the absolute values of ranking coefficients could 

still be observed in this case. For instance, the largest PI observed in the [EMIM][OTf] solvation case is 

smaller than 0.9, but the values of PI under all of the three scaling parameters in the water-[EMIM][OTf] 

partition set are well above the 0.9 line.  

Overall, considering the above observations in the partition benchmark, it can be concluded that the 

solution to the charge scaling problem obtained from partition coefficients or transfer free energies shows 

some deviations from the solvation-derived estimate, and the magnitude of this deviation depends on the 

employed water model and also the solvent set itself. In some cases, the deviation is minimal and the 

partition benchmark gives exactly the same recommendation as the solvation set, while in cases that the 

deviation is large the conclusions obtained from transfer and solvation free energies differ significantly. The 

last part of the partition benchmark is merging the above ion-pair-specific benchmarks into a single ‘total’ 

set, which is used to determine a universal scaling factor applicable for a series of water-ionic-liquids 

combinations. The drastically different behaviors of the three water-ionic-liquids partition sets observed 

above are averaged/combined, and the resulting error metrics and ranking coefficients of this total partition 

set are shown in Fig. 11g-h. Interestingly, although the three water-ionic-liquids components behave 

differently, the total set produces error metrics and ranking coefficients with consistent monotonic behaviors 

with respect to the scaling parameter. The best option from this total partition set can be straightforwardly 

identified to be 0.8, which is in perfect agreement with the total solvation set reported in the previous section 

about solvation thermodynamics. As the best scaling parameter obtained from the solvation set is generally 

slightly higher than the density-derived estimate, from the current partition benchmark we can conclude that 

the water-ionic-liquids partition-coefficients-derived (or equivalently transfer-free-energy-derived) scaling 

parameter is slightly higher than the density-derived one.  

 

4. Conclusion 

Novel functionalized solvents are developed as replacements for conventional organic volatile, toxic 

and flammable solvents. Ionized species are considered as promising candidates for achieving this goal. 

Ionic liquids and their more recent derivative deep eutectic solvents are receiving attentions in recent years. 

These tunable functionalized solvents exhibit satisfactory solvation power for organic and metallic species. 

Current applications can be observed in organic synthesis, electrochemical studies, enzyme-catalyzed 

reactions, liquid-liquid extraction and chromatography. Molecular simulations are becoming increasingly 

popular in the investigation of the dynamic and thermodynamic behaviors of these novel solvents.  
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Classical force fields are widely applied due to their simplicity and the resulting computational 

efficiency. The basic ingredients of all-atom force fields include bonded and non-bonded terms, with the 

former determining the intra-molecular conformational preference and the latter defining the strength and 

pattern of inter-molecular coordination. The widely accepted treatment of these interactions is the 

combination of the transferable GAFF derivatives and the RESP charge scheme, with the former defining 

the intra-molecular bonded interactions and the vdW component of inter-molecular interactions and the 

latter determining the most influencing part of inter-molecular coordination, the electrostatics. Despite the 

massive use of this combined scheme in simulations of ionic liquids derivatives, the quality of the modelling 

regime is seldom validated. Therefore, a thorough evaluation of the pre-fitted parameters in the GAFF 

derivatives is presented in this work. To identify the problematic parts of these transferable parameters, we 

further present a component-specific refitting procedure to separate the errors introduced by bond stretching, 

angle bending, and dihedral/torsional terms. The detailed results obtained from our evaluation and refitting 

suggest that the bond stretching term is actually the most problematic part of GAFF derivatives. In some 

cases, the angle bending term also contributes some errors. Interestingly, the more influencing part for intra-

molecular conformational arrangement, the dihedral/torsional potential, is found to perform quite well for 

ionic liquids. Thus, it can be concluded that in the case that bond stretching and angle bending motions are 

not important, the GAFF derivatives are actually providing a very good description of the energetics of ionic 

liquids. However, when these stiff degrees of freedom do matter, refitting these existing parameter sets is 

necessary.      

Further, it is widely believed that the fixed-charge treatment of electrostatics generally fails to reproduce 

the condensed-phase behavior of these green solvents due to charge transfer and polarization induced by 

environmental coupling. To circumvent the electrostatic problem, uniform scaling of atomic charges is often 

applied. The scaling parameter for atomic charges is derived mainly in the simulation of a bulk solvent box. 

The best solution is achieved when the experiment-simulation agreement is maximized. A bulk property 

widely used in the mass density of ionic liquids derivatives. However, in the investigation of the most 

common and designed usage of these green solvents, i.e., the solvation process of some selected molecules 

in ionic liquids derivatives, the thermodynamic observable with the highest relevance is, actually, the 

solvation free energy. Although the bulk-property-derived charge scaling parameter could be effective in 

describing the solvent-solvent interaction, it may produce unbalanced descriptions of solute-solvent and 

solvent-solvent interactions, which leads to wrong thermodynamic behaviors in the solvation process. To 

obtain some guidelines of charge scaling from this commonly overlooked solvation thermodynamic 



 28 / 70 

 

perspective, we perform nonequilibrium free energy calculations to obtain the solvation free energies of a 

spectrum of molecules in three ionic liquids. The pleasantly parallel nonequilibrium switching simulations 

are performed for solute-solvent pairs under different scaling factors for atomic charges. A worth noting 

observation is that although the bulk property of density shows monotonic behavior with respect to the 

scaling parameter, the solvation free energies do not exhibit consistent behavior. For some solutes, the 

solvation free energy increases monotonically when the scaling parameter is increased, while for some 

solutes the opposite behavior is observed. However, we also observe cases that have solvation free energies 

irrelevant to the charge scaling factor. The underlying physics of this inconsistent scaling-factor dependence 

is found to be the competing electrostatic and vdW responses to the variation of the scaling parameter. When 

the scaling factor increases, the favorable electrostatic interaction is strengthened, while the vdW 

contribution becomes less favorable due to increased solute cavity work. As a result, different solute-solvent 

pairs show different responses to the charge scaling parameter and the behavior of the whole solvation set is 

actually averaging over a large set of solvation components. The apparent solution of the charge scaling 

issue is obtained by monitoring the scaling-factor dependence of three error metrics and two ranking 

coefficients. When the error metrics are minimized and the ranking coefficients are maximized, the 

experiment-calculation agreement achieves the highest level and the optimal charge scaling parameter is 

obtained. Intriguingly, the best scaling parameter derived from solvation thermodynamics differs from the 

bulk-property-derived one. Generally, although the density-derived best scaling parameters for the three 

ionic liquids studied in this work fall in the range of 0.6~0.7, the optimal solutions obtained from solvation 

free energies are often 0.1 larger, which leads to the range of 0.7~0.8. As only the neighborhood of the best 

density-derived estimates is scanned in the solvation free energy calculation, we cannot omit the possibility 

that better results can be obtained by further increasing the scaling parameter (e.g., to 0.9). However, as the 

current recommendation of 0.7~0.8 (0.1 larger than the density-derived estimate, to be specific) is able to 

produce solvation free energies in good agreement with the experimental reference (RMSE < 1 kcal/mol 

which is the typical error of hydration free energies) and produce a mass density close to the experimental 

value, we believe that the current scanning suffices for the modelling of ionic liquids derivatives with 

classical fixed-charge force fields. Based on the phenomenon that the density-derived scaling factor is 

generally ~0.1 smaller than the solvation-derived one, we propose a computationally feasible way to obtain 

the best scaling parameter that produces balanced solute-solvent and solvent-solvent interactions. Namely, 

we first scan the density-scaling-parameter profile to get the density-derived solution and then add ~0.1 to 

get an approximate solvation-derived estimate. Another thermodynamic perspective is obtained by 



 29 / 70 

 

combining the solvation free energies in ionic liquids and in water. Taking their differences leads to an 

estimate of the transfer free energy of solutes between these two solvents, which is highly related to the 

partition coefficient. Although this partition benchmark provides a similar picture of the charge scaling 

issue, in many aspects different behaviors of the thermodynamic parameters are observed. Overall, the 

obtained insights about the component-wise force-field quality and the thermodynamic perspectives of the 

charge scaling issue provide useful guidelines for molecular modelling of ionic liquids derivatives.   
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Fig. 1. The ionic species forming the ionic solvents considered in this work. The only cationic [EMIM] is 

combined with three different anionic species including [DCA], [NTf2] and [OTf], which gives three ionic 

liquids. The solute molecules under consideration are given in Table S1.  
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Fig. 2. Quality assessment for the RESP charge scheme. a) For the ions that form ionic liquids, the dipole 

moments produced by the fitted atomic charges and the reference HF/6-31G* scan, with the ESP relative 

error embedded in the inset. b) The dipole moments produced by the RESP charges and electronic structure 

calculations (i.e., HF/6-31G*) for all solutes under consideration. We can see that the regularized fitting 

produces charges that accurately reproduce the molecular ESP and the dipole moment at the target level for 

all molecules under consideration.  
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Fig. 3. a) The errors/deviations (RMSEs) of the energetics produced by the initial guess GAFF2 and the 

refitted force field where all bonded terms are under adjustment. b) The decrease of the RMSEs of the 

system energy when shifting from the initial guess GAFF2 to the refitted force fields with three refitting 

procedures. The first one includes all bonded terms (i.e., bond stretching, angle bending and dihedral 

flipping) in the regularized parameter adjustment, the absolute RMSEs of which are presented in the first 

subplot. By contrast, in the second one we fix the bond stretching term and only refit angle bending and 

dihedral/torsional terms in order to separate the improvements of the error estimates due to the bond 

stretching term. Finally, in the third fitting procedure both bond stretching and angle bending terms are fixed 

to the original GAFF2 parameters and only torsional parameters are under refitting. Note that all force-field 

refitting procedures start from the pre-fitted GAFF2 parameter set. The configurations used in the 

calculation of error estimates in the all-terms, bond-stretching-fixed and dihedral-only refitting are generated 

independently. Thus, the error estimates in the three fitting procedures are independent. The first subplot 

clearly shows that significant improvements could be obtained upon GAFF2 refitting. However, when we 

only adjust the angle and dihedral parameters, the deviations of the force-field results from the ab initio 

target are not improved significantly. Further, when only dihedral terms are under refitting, the merit of 

refitting is negligible. These observations suggest that torsional/dihedral terms defined in the initial guess 

GAFF2 are not really problematic, while the other stiff degrees of freedom (i.e., bond stretching and angle 

bending) show relatively large errors and are the main source of improvements observed in the all-bonded-

terms-flexible refitting.  
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Fig. 4. The deviation of the simulated density from the experimental reference as a function of the scaling 

parameter for the atomic charges. The statistical uncertainty of the simulated density is quite small and thus 

is not shown. The experimental densities of the three ionic liquids under consideration (i.e., [EMIM][DCA], 

[EMIM][NTf2], and [EMIM][OTf]) are 1.06 g/cm3, 1.518 g/cm3, and 1.384 g/cm3, respectively. We can see 

that the optimal scaling factors for all systems lie somewhere between 0.6 and 0.7, but the exact value shows 

system-dependence.  
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Fig. 5. a) Slow-growth, fast-growth and Gaussian approximated free energy estimates of hydration free 

energies calculated with directly sampled and bootstrap resampled work distributions superposed on the 

microscopic work distribution obtained from nonequilibrium alchemical transformations for 1,4-dioxane, b) 

the correlation between the calculated solvation free energies in water extracted from the EXP estimator and 

the experimental reference for all solutes under consideration. The exact values of these free energy 

estimates, the experimental references and the quality assessment metrics for these calculations are provided 

in Table S2.  
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Fig. 6. Slow-growth, fast-growth and Gaussian approximated free energy estimates of solvation free 

energies calculated with directly sampled and bootstrap resampled work distributions superposed on the 

directly obtained microscopic work distribution from nonequilibrium alchemical transformations for a-c) 

1,4-dioxane and d-f) 1-butanol in [EMIM][DCA] obtained with three charge scaling parameters 0.6, 0.7 and 

0.8. Similar to the water solvent case, for all scaling parameters employed here and both solutes, the EXP 

and GEXP estimates agree quite well, which suggests near-equilibrium pulling and the resulting good 

convergence behavior of the nonequilibrium free energy simulation. The ordinary average of the 

microscopic works shows obvious differences from the other estimates, which indicates that the pulling is 

irreversibly conducted. The free energy estimates obtained with bootstrap resampling agree well with the 

direct results calculated from the sampled work distributions, which suggests that the hysteresis problem is 

negligible in the current pulling simulations. An interesting phenomenon about the free energy estimates 

under different charge-scaling factors is that for the first solute 1,4-dioxane, the solvation free energy 

becomes more negative when the atomic charges are scaled down, while for the second solute 1-butanol the 

opposite behavior is observed. This observation suggests that the monotonic response of the bulk properties 

to charge scaling may not be valid for solvation free energies, which complicates the current solvation 

benchmark.   
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Fig. 7. The charge-scaling dependence of the deviation of the calculated solvation free energy from the 

experimental reference for the two solutes (1,4-dioxane and 1-butanol) in [EMIM][DCA]. The experimental 

solvation free energies of the two solutes in ionic liquids are -4.93 kcal/mol and -5.25 kcal/mol. We can see 

that although both solutes exhibit some monotonic behavior with respect to the variation of the charge 

scaling parameter, one of them (1,4-dioxane) increases but the other (1-butanol) decreases monotonically. 

This opposite behavior suggests a solute-dependent response of the solvation free energy. As the whole set 

of solutes under consideration could show different monotonic behaviors, the overall solvation behavior is 

not expected to show some monotonic trend. If we only focus on the solvation of one molecule, the optimal 

charge scaling parameter would be 0.8 for 1,4-dioxane or 0.7 for 1-butanol, which also shows solute-

dependence.   
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Fig. 8. The charge-scaling dependences of electrostatic and vdW components of the solvation free energy in 

[EMIM][DCA] and their sum (i.e., total solvation free energy) as well as the experimental reference for a) 

1,4-dioxane, b) 1-butanol and c) 1-propanol. It is clearly shown that the solvation free energy of 1,4-dioxnae 

increases monotonically (i.e., more positive) as the scaling parameter increases, while 1-butanol exhibits the 

opposite behavior. This solute-dependent behavior originates from the competing contributions from 

electrostatics and vdW interactions, which behaves differently when the scaling parameter is varied. The last 

example 1-propanol shows an intermediate behavior. Namely, its solvation free energy seems irrelevant to 

the scaling parameter, which arises from its similar electrostatic and vdW responses to the scaling-parameter 

variation.  
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Fig. 9. The calculation-experiment correlation for EXP estimates of solvation free energies in a) 

[EMIM][DCA], b) [EMIM][NTf2] and c) [EMIM][OTf] under three scaling factors of 0.6, 0.7 and 0.8. And 

the experiment-calculation correlation for solvation free energies in all ionic liquids with the scaling factor 

of d) 0.6, e) 0.7, and f) 0.8. The exact values of these solvation free energies, the experimental references 

and the quality assessment metrics are provided in Table S3-11.  
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Fig. 10. Scaling-factor-dependence of quality metrics for infinite-dilution solvation free energies in ionic 

liquids: a-b) the ionic liquids [EMIM][DCA], c-d) [EMIM][NTf2], e-f) [EMIM][OTf] and g-h) all solute-

ionic-liquids pairs. The error metrics are shown in subplots a, c, e, and g, while in the other the ranking 

coefficients are presented. The best charge scaling parameter for the first ionic solvent [EMIM][DCA] seems 

to be 0.8, although we cannot omit the possibility of better results under further enlarged scaling factors due 

to the monotonically decreasing behaviors of error metrics and monotonically increasing behaviors of 

ranking coefficients. However, as this value of 0.8 ensures highly accurate calculation of solvation 

thermodynamics and maintains a good level of density property of the bulk solvent simultaneously, this 

value is recommended in the modelling of this ion pair. The second ionic liquids [EMIM][NTf2] shows a 

similar behavior. Namely, its RMSE decreases and ranking coefficients increase monotonically when the 

scaling parameter increases, which gives the 0.8 solution to the charge scaling problem. This value is 0.2 

larger than the density-derived estimate 0.6. A worth noting observation for this solvation [EMIM][NTf2] set 

is that the accuracy of the calculated solvation free energies is already very good with the scaling parameter 

of 0.7 (i.e., RMSE < 1 kcal/mol). Interestingly, for the third ionizing solvent [EMIM][OTf], the density-

derived solution 0.7 is already good enough to produce satisfactory solvation thermodynamics that are in 

good agreement with the experimental references, and the RMSE values obtained with scaling factors 0.7 

and 0.8 are very similar. However, the ranking coefficients still exhibit monotonic increasing behaviors 

when the scaling factor is increased. Combining error metrics and ranking coefficients, it can be concluded 

that for this ionic solvent the best scaling parameter is 0.8, which is still 0.1 larger than the density-derived 

solution. In the last two subplots, the solvation free energies in all ionic liquids are combined to give the 

overall estimates of error metrics and ranking coefficients, which is used to investigate whether there is a 

universal scaling factor that produces satisfactory results of these solvation thermodynamics. Interestingly, it 
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is indeed observed that this general solution exists. The error metrics and ranking coefficients show 

consistent monotonic behaviors with respect to the scaling factor, which leads to the best solution of 0.8 that 

is still at least 0.1 larger than the density-derived estimates. Therefore, we can conclude that for all ionic 

liquids under investigation, the solvation-free-energy-derived scaling factor is slightly higher than the 

density-derived one.    
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Fig. 11. Scaling-factor-dependence of quality metrics for the water-ionic-liquids transfer free energies: a-b) 

the ionic liquids [EMIM][DCA], c-d) [EMIM][NTf2], e-f) [EMIM][OTf] and g-h) all solute-ionic-liquids 

pairs. The error metrics are shown in subplots a, c, e, and g, while in the other the ranking coefficients are 

presented. The EXP estimate is used in this benchmark. As the transfer free energy of a selected solute can 

be easily obtained by taking the difference between its hydration free energy and its solvation free energy in 

ionic liquids, the values of which are already provided in the tables shown in the supporting information, we 

do not summarize the exact values of these transfer free energies in a table.  
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Fig. S1. Time series of the deviation of the MM (GAFF2 and the refitted parameter set) energetics from the 

ab initio B97-3c reference during 10 ns trajectories generated at 300 K in vacuo for ions forming ionic 

liquids. The sampling interval is 10 ps and there are 1000 independent configurations in total.   
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Table S1. Solutes considered in this work.  

1,4-dioxane 3-methylpentane hexane 

1-butanol 3-pentanone isopropylbenzene 

1-heptyne acetone methane 

1-hexanol acetonitrile methanol 

1-hexene benzene methylcyclohexane 

1-hexyne butanal methylcyclopentane 

1-methylcyclohexene carbon_tetrachloride methyl_tert-butyl_ether 

1-nitropropane chloroform m-xylene 

1-octene cyclohexane nitromethane 

1-octyne cyclohexanol nonane 

1-pentanol cyclohexene n-pentane 

1-pentene cyclopentane octane 

1-pentyne decane o-xylene 

1-propanol dichloromethane propanal 

2,2,2-trifluoroethanol diethyl_ether p-xylene 

2,2,4-trimethylpentane diisopropyl_ether pyridine 

2-butanol dimethyl_ether tert-butanol 

2-butanone ethanol tert-butylbenzene 

2-methyl-1-propanol ethene tetrahydrofuran 

2-methyl-2-butanol ethyl_acetate thiophene 

2-pentanone ethylbenzene toluene 

2-propanol heptane triethylamine 
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Table S2. Hydration free energy of all solutes under consideration in kcal/mol. 
aWG  is the slow-growth 

estimate, EXPG  represents exponential averaging, and GEXPG  is its Gaussian approximation. SD 

represents the standard error of the free energy estimate, which is obtained from numerical bootstrap 

resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1,4-dioxane -5.05  -3.90  0.05  -4.05  0.06  -4.04  0.06  

1-butanol -4.72  -2.73  0.15  -3.83  0.10  -5.27  0.25  

1-heptyne 0.61  -0.31  0.04  -0.45  0.04  -0.46  0.04  

1-hexanol -4.36  -2.69  0.14  -3.79  0.14  -4.50  0.23  

1-hexene 1.68  1.49  0.03  1.34  0.04  1.35  0.04  

1-hexyne 0.29  -0.33  0.04  -0.48  0.04  -0.48  0.04  

1-methylcyclohexene 0.68  1.11  0.04  0.99  0.05  0.99  0.05  

1-nitropropane -3.34  -4.27  0.03  -4.38  0.03  -4.39  0.03  

1-octene 2.20  1.79  0.04  1.62  0.06  1.63  0.05  

1-octyne 0.72  -0.01  0.05  -0.23  0.07  -0.21  0.07  

1-pentanol -4.47  -2.63  0.12  -3.89  0.10  -5.00  0.31  

1-pentene 1.66  1.46  0.03  1.37  0.03  1.36  0.03  

1-pentyne 0.01  -0.50  0.02  -0.60  0.03  -0.59  0.03  

1-propanol -4.83  -3.19  0.13  -4.06  0.10  -4.46  0.14  

2,2,2-trifluoroethanol -4.31  -3.10  0.07  -3.53  0.07  -3.67  0.07  

2,2,4-trimethylpentane 2.85  1.91  0.03  1.79  0.03  1.79  0.03  

2-butanol -4.58  -2.35  0.12  -3.72  0.12  -5.33  0.32  

2-butanone -3.64  -3.11  0.03  -3.25  0.03  -3.24  0.03  

2-methyl-1-propanol -4.52  -2.27  0.21  -4.15  0.17  -6.35  0.46  

2-methyl-2-butanol -4.43  -2.57  0.11  -3.47  0.12  -3.78  0.16  

2-pentanone -3.53  -3.46  0.03  -3.59  0.03  -3.59  0.03  

2-propanol -4.76  -3.00  0.16  -3.97  0.11  -4.88  0.28  

3-methylpentane 2.51  2.27  0.03  2.18  0.04  2.18  0.04  

3-pentanone -3.41  -2.63  0.04  -2.81  0.05  -2.81  0.05  

acetone -3.85  -3.49  0.03  -3.59  0.04  -3.59  0.04  

acetonitrile -3.89  -3.86  0.02  -3.92  0.02  -3.92  0.02  

benzene -0.87  -1.23  0.03  -1.36  0.04  -1.36  0.04  

butanal -3.18  -3.12  0.02  -3.21  0.03  -3.21  0.03  

carbon_tetrachloride 0.10  1.48  0.04  1.37  0.04  1.37  0.04  

chloroform -1.07  0.16  0.03  0.09  0.03  0.08  0.03  

cyclohexane 1.23  1.14  0.04  1.04  0.04  1.04  0.04  

cyclohexanol -5.47  -3.77  0.16  -4.91  0.09  -6.07  0.22  

cyclohexene 0.37  0.82  0.04  0.71  0.05  0.71  0.04  

cyclopentane 1.20  1.33  0.03  1.24  0.03  1.24  0.03  

decane 3.22  3.00  0.04  2.83  0.04  2.82  0.04  

dichloromethane -1.36  -0.37  0.03  -0.43  0.03  -0.43  0.03  
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diethyl_ether -1.76  0.07  0.04  -0.05  0.06  -0.05  0.05  

diisopropyl_ether -0.53  -1.37  0.04  -1.54  0.06  -1.54  0.06  

dimethyl_ether -1.92  -0.33  0.03  -0.39  0.03  -0.40  0.03  

ethanol -5.01  -3.56  0.08  -4.18  0.09  -4.46  0.16  

ethene 1.27  1.56  0.02  1.50  0.02  1.50  0.02  

ethyl_acetate -3.10  -3.58  0.05  -3.77  0.07  -3.76  0.06  

ethylbenzene -0.80  -0.97  0.04  -1.14  0.04  -1.16  0.04  

heptane 2.62  2.46  0.04  2.31  0.05  2.31  0.05  

hexane 2.49  2.41  0.03  2.28  0.04  2.28  0.04  

isopropylbenzene -0.30  -0.98  0.04  -1.14  0.04  -1.15  0.04  

methane 2.00  2.18  0.02  2.15  0.02  2.15  0.02  

methanol -5.11  -3.06  0.19  -3.97  0.08  -4.80  0.21  

methylcyclohexane 1.71  1.24  0.04  1.14  0.04  1.14  0.04  

methylcyclopentane 1.60  1.33  0.05  1.23  0.04  1.23  0.05  

methyl_tert-butyl_ether -2.21  -0.47  0.03  -0.60  0.03  -0.60  0.03  

m-xylene -0.84  -0.75  0.03  -0.91  0.03  -0.91  0.03  

nitromethane -3.95  -4.85  0.02  -4.91  0.02  -4.91  0.02  

nonane 3.04  2.52  0.04  2.39  0.05  2.40  0.05  

n-pentane 2.33  2.30  0.03  2.22  0.03  2.21  0.03  

octane 2.89  2.61  0.05  2.46  0.05  2.45  0.05  

o-xylene -0.90  -0.79  0.03  -0.92  0.03  -0.91  0.03  

propanal -3.44  -2.67  0.04  -2.76  0.04  -2.76  0.04  

p-xylene -0.81  -0.63  0.05  -0.76  0.05  -0.76  0.05  

pyridine -4.70  -2.86  0.04  -3.00  0.04  -3.01  0.03  

tert-butanol -4.51  -3.27  0.10  -3.84  0.10  -4.06  0.12  

tert-butylbenzene -0.44  -1.26  0.06  -1.47  0.06  -1.49  0.07  

tetrahydrofuran -3.47  -2.12  0.04  -2.26  0.04  -2.26  0.04  

thiophene -1.42  -1.43  0.03  -1.55  0.04  -1.55  0.04  

toluene -0.89  -0.87  0.03  -1.04  0.03  -1.04  0.03  

triethylamine -3.02  1.18  0.05  1.00  0.06  0.98  0.05  

RMSE   1.16    0.91    0.89    

MSE  -0.49   -0.20   -0.02   

MAE  0.86   0.68   0.65   

τ  0.72   0.77   0.78   

PI   0.92    0.95    0.95    
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Table S3. Solvation free energies in [EMIM][DCA] with the charge scaling factor of 0.6 in kcal/mol. 

aWG  is the slow-growth estimate, EXPG  represents exponential averaging, and GEXPG  is its 

Gaussian approximation. SD represents the standard error of the free energy estimate, which is obtained 

from numerical bootstrap resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1,4-dioxane -4.93  -5.31  0.07  -5.63  0.07  -5.65  0.07  

1-butanol -5.25  -4.65  0.06  -5.03  0.09  -5.04  0.07  

1-heptyne -2.97  -5.47  0.04  -5.83  0.06  -5.83  0.05  

1-hexene -1.28  -2.38  0.07  -2.74  0.07  -2.77  0.08  

1-hexyne -2.63  -4.78  0.07  -5.07  0.07  -5.11  0.07  

1-nitropropane -5.14  -6.49  0.06  -6.78  0.07  -6.79  0.08  

1-propanol -4.82  -4.02  0.06  -4.29  0.07  -4.27  0.07  

2,2,2-trifluoroethanol -5.65  -4.43  0.06  -4.66  0.07  -4.66  0.07  

2,2,4-trimethylpentane -1.26  -3.78  0.07  -4.24  0.09  -4.25  0.09  

2-butanone -3.73  -4.37  0.05  -4.64  0.06  -4.66  0.06  

2-methyl-1-propanol -5.00  -4.93  0.05  -5.20  0.04  -5.21  0.04  

2-pentanone -4.06  -5.17  0.08  -5.58  0.10  -5.58  0.10  

2-propanol -4.36  -3.96  0.04  -4.17  0.05  -4.18  0.06  

3-methylpentane -0.82  -2.39  0.07  -2.92  0.11  -2.86  0.10  

3-pentanone -4.01  -4.83  0.08  -5.24  0.13  -5.23  0.12  

acetone -3.44  -3.94  0.05  -4.13  0.04  -4.14  0.05  

acetonitrile -4.28  -4.44  0.06  -4.70  0.06  -4.71  0.06  

benzene -3.55  -4.03  0.07  -4.38  0.08  -4.39  0.08  

butanal -3.54  -4.61  0.05  -4.92  0.06  -4.93  0.07  

carbon_tetrachloride -3.30  -2.73  0.06  -3.05  0.08  -3.08  0.09  

chloroform -3.93  -3.09  0.04  -3.31  0.05  -3.32  0.06  

cyclohexane -1.65  -3.29  0.06  -3.64  0.08  -3.68  0.08  

decane -2.36  -5.24  0.06  -5.58  0.09  -5.59  0.09  

dichloromethane -3.41  -2.91  0.05  -3.07  0.05  -3.07  0.05  

diethyl_ether -1.85  -2.43  0.06  -2.81  0.08  -2.81  0.08  

diisopropyl_ether -0.84  -3.93  0.08  -4.43  0.11  -4.42  0.12  

dimethyl_ether -2.03  -1.40  0.04  -1.53  0.04  -1.53  0.04  

ethanol -4.48  -3.46  0.05  -3.66  0.05  -3.67  0.05  

ethene 0.40  0.65  0.04  0.53  0.04  0.53  0.04  

ethyl_acetate -3.41  -4.71  0.07  -5.04  0.08  -5.04  0.08  

ethylbenzene -4.21  -5.14  0.06  -5.51  0.08  -5.53  0.09  

heptane -1.33  -3.14  0.08  -3.54  0.11  -3.58  0.10  

hexane -0.83  -2.36  0.08  -2.80  0.08  -2.85  0.09  

methanol -4.38  -2.66  0.04  -2.78  0.04  -2.79  0.04  

methylcyclohexane -1.85  -3.86  0.07  -4.26  0.10  -4.25  0.10  

methylcyclopentane -1.32  -3.25  0.08  -3.53  0.08  -3.59  0.09  
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m-xylene -4.04  -5.44  0.09  -5.93  0.11  -5.93  0.11  

nitromethane -4.85  -5.65  0.04  -5.85  0.04  -5.86  0.04  

nonane -1.96  -4.60  0.07  -5.13  0.07  -5.14  0.08  

octane -1.67  -3.60  0.07  -4.01  0.12  -4.02  0.10  

o-xylene -4.59  -5.42  0.09  -5.82  0.07  -5.90  0.07  

propanal -3.20  -3.57  0.04  -3.74  0.05  -3.74  0.05  

p-xylene -4.33  -5.32  0.05  -5.68  0.06  -5.72  0.07  

pyridine -4.94  -4.87  0.05  -5.06  0.06  -5.07  0.07  

tetrahydrofuran -3.23  -4.04  0.07  -4.36  0.09  -4.39  0.09  

thiophene -3.90  -4.35  0.05  -4.57  0.05  -4.56  0.05  

toluene -3.94  -4.88  0.06  -5.14  0.07  -5.17  0.07  

triethylamine -1.93  -3.50  0.06  -3.85  0.07  -3.85  0.07  

RMSE   1.38    1.64    1.65    

MSE  0.79   1.11   1.12   

MAE  1.16   1.37   1.38   

τ  0.43   0.40   0.39   

PI   0.61    0.57    0.57    
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Table S4. Solvation free energies in [EMIM][DCA] with the charge scaling factor of 0.7 in kcal/mol. 

aWG  is the slow-growth estimate, EXPG  represents exponential averaging, and GEXPG  is its 

Gaussian approximation. SD represents the standard error of the free energy estimate, which is obtained 

from numerical bootstrap resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1,4-dioxane -4.93  -4.87  0.09  -5.45  0.10  -5.50  0.11  

1-butanol -5.25  -4.68  0.07  -5.16  0.11  -5.16  0.07  

1-heptyne -2.97  -4.73  0.10  -5.40  0.15  -5.36  0.15  

1-hexene -1.28  -1.68  0.07  -2.08  0.06  -2.10  0.06  

1-hexyne -2.63  -4.12  0.09  -4.71  0.11  -4.72  0.12  

1-nitropropane -5.14  -6.19  0.07  -6.81  0.13  -6.82  0.13  

1-propanol -4.82  -3.95  0.06  -4.24  0.07  -4.24  0.07  

2,2,2-trifluoroethanol -5.65  -4.82  0.07  -5.36  0.12  -5.36  0.13  

2,2,4-trimethylpentane -1.26  -2.66  0.14  -3.94  0.29  -3.84  0.29  

2-butanone -3.73  -3.99  0.07  -4.58  0.11  -4.56  0.11  

2-methyl-1-propanol -5.00  -4.90  0.07  -5.56  0.15  -5.45  0.13  

2-pentanone -4.06  -4.73  0.13  -5.44  0.19  -5.46  0.18  

2-propanol -4.36  -4.04  0.06  -4.49  0.11  -4.43  0.10  

3-methylpentane -0.82  -1.47  0.09  -2.00  0.08  -2.07  0.09  

3-pentanone -4.01  -4.11  0.10  -4.63  0.11  -4.67  0.12  

acetone -3.44  -3.74  0.05  -4.10  0.06  -4.11  0.06  

acetonitrile -4.28  -4.21  0.06  -4.53  0.09  -4.53  0.09  

benzene -3.55  -3.42  0.10  -3.90  0.09  -3.96  0.11  

butanal -3.54  -4.12  0.07  -4.65  0.12  -4.61  0.12  

carbon_tetrachloride -3.30  -2.00  0.08  -2.67  0.14  -2.63  0.14  

chloroform -3.93  -2.81  0.06  -3.16  0.09  -3.13  0.08  

cyclohexane -1.65  -2.44  0.09  -3.15  0.16  -3.06  0.16  

decane -2.36  -3.37  0.13  -4.44  0.16  -4.76  0.21  

dichloromethane -3.41  -2.65  0.05  -2.94  0.05  -2.96  0.05  

diethyl_ether -1.85  -2.06  0.08  -2.49  0.10  -2.51  0.11  

diisopropyl_ether -0.84  -3.13  0.10  -3.72  0.11  -3.80  0.13  

dimethyl_ether -2.03  -1.00  0.04  -1.21  0.05  -1.22  0.05  

ethanol -4.48  -3.59  0.06  -3.88  0.08  -3.88  0.08  

ethene 0.40  0.91  0.05  0.77  0.05  0.77  0.05  

ethyl_acetate -3.41  -4.27  0.07  -4.65  0.05  -4.69  0.07  

ethylbenzene -4.21  -4.47  0.08  -5.06  0.11  -5.16  0.13  

heptane -1.33  -2.06  0.10  -3.04  0.16  -2.97  0.15  

hexane -0.83  -1.63  0.07  -2.10  0.08  -2.12  0.10  

methanol -4.38  -3.00  0.04  -3.21  0.05  -3.23  0.05  

methylcyclohexane -1.85  -2.91  0.09  -3.62  0.11  -3.69  0.14  

methylcyclopentane -1.32  -2.42  0.07  -2.94  0.12  -2.99  0.12  
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m-xylene -4.04  -4.52  0.10  -5.25  0.12  -5.39  0.15  

nitromethane -4.85  -5.74  0.09  -6.16  0.10  -6.19  0.09  

nonane -1.96  -3.20  0.10  -4.21  0.17  -4.24  0.18  

octane -1.67  -2.46  0.09  -3.26  0.12  -3.32  0.15  

o-xylene -4.59  -4.67  0.10  -5.50  0.11  -5.55  0.15  

propanal -3.20  -3.30  0.06  -3.66  0.08  -3.70  0.10  

p-xylene -4.33  -4.52  0.10  -5.21  0.12  -5.19  0.13  

pyridine -4.94  -4.56  0.08  -5.01  0.09  -5.04  0.09  

tetrahydrofuran -3.23  -3.70  0.07  -4.11  0.07  -4.15  0.07  

thiophene -3.90  -4.06  0.07  -4.55  0.11  -4.50  0.10  

toluene -3.94  -4.13  0.08  -4.67  0.09  -4.73  0.09  

triethylamine -1.93  -2.41  0.09  -3.00  0.09  -3.05  0.12  

RMSE   0.85    1.25    1.27    

MSE  0.26   0.81   0.83   

MAE  0.69   1.05   1.07   

τ  0.61   0.55   0.53   

PI   0.78    0.73    0.72    
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Table S5. Solvation free energies in [EMIM][DCA] with the charge scaling factor of 0.8 in kcal/mol. 

aWG  is the slow-growth estimate, EXPG  represents exponential averaging, and GEXPG  is its 

Gaussian approximation. SD represents the standard error of the free energy estimate, which is obtained 

from numerical bootstrap resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1,4-dioxane -4.93  -3.86  0.12  -4.92  0.11  -5.04  0.14  

1-butanol -5.25  -4.09  0.13  -5.40  0.19  -5.39  0.20  

1-heptyne -2.97  -3.52  0.13  -4.70  0.21  -4.69  0.20  

1-hexene -1.28  0.01  0.10  -1.31  0.20  -1.38  0.22  

1-hexyne -2.63  -2.59  0.14  -4.00  0.21  -4.14  0.27  

1-nitropropane -5.14  -5.68  0.08  -6.27  0.09  -6.41  0.14  

1-propanol -4.82  -4.03  0.10  -4.54  0.15  -4.55  0.15  

2,2,2-trifluoroethanol -5.65  -4.71  0.11  -5.50  0.10  -5.72  0.15  

2,2,4-trimethylpentane -1.26  -1.35  0.11  -2.59  0.16  -2.81  0.20  

2-butanone -3.73  -2.77  0.12  -3.88  0.14  -4.02  0.19  

2-methyl-1-propanol -5.00  -4.20  0.10  -5.46  0.13  -5.56  0.19  

2-pentanone -4.06  -3.38  0.10  -4.38  0.26  -4.65  0.20  

2-propanol -4.36  -3.55  0.09  -4.49  0.14  -4.64  0.20  

3-methylpentane -0.82  0.41  0.17  -1.42  0.42  -1.51  0.36  

3-pentanone -4.01  -2.78  0.10  -3.97  0.15  -4.19  0.15  

acetone -3.44  -2.82  0.10  -3.65  0.12  -3.69  0.13  

acetonitrile -4.28  -3.55  0.08  -4.26  0.11  -4.33  0.09  

benzene -3.55  -2.14  0.11  -3.21  0.16  -3.52  0.20  

butanal -3.54  -3.11  0.09  -4.30  0.15  -4.34  0.17  

carbon_tetrachloride -3.30  -0.35  0.13  -1.81  0.24  -1.83  0.26  

chloroform -3.93  -2.04  0.09  -2.79  0.10  -3.00  0.14  

cyclohexane -1.65  -0.49  0.11  -2.10  0.13  -2.23  0.18  

decane -2.36  -0.64  0.19  -3.06  0.39  -3.75  0.44  

dichloromethane -3.41  -1.94  0.07  -2.81  0.10  -2.77  0.12  

diethyl_ether -1.85  -0.67  0.12  -1.69  0.14  -1.96  0.21  

diisopropyl_ether -0.84  -1.05  0.13  -2.31  0.19  -2.72  0.21  

dimethyl_ether -2.03  -0.13  0.08  -0.72  0.09  -0.76  0.10  

ethanol -4.48  -3.37  0.10  -4.16  0.12  -4.29  0.16  

ethene 0.40  1.61  0.07  1.17  0.08  1.20  0.07  

ethyl_acetate -3.41  -3.11  0.14  -4.14  0.19  -4.34  0.25  

ethylbenzene -4.21  -2.96  0.12  -4.37  0.16  -4.71  0.25  

heptane -1.33  -0.22  0.15  -1.82  0.24  -2.38  0.35  

hexane -0.83  0.09  0.11  -1.08  0.25  -1.02  0.23  

methanol -4.38  -2.99  0.08  -3.43  0.09  -3.49  0.09  

methylcyclohexane -1.85  -0.89  0.12  -2.77  0.25  -3.00  0.39  

methylcyclopentane -1.32  -0.93  0.16  -2.51  0.22  -2.93  0.23  
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m-xylene -4.04  -2.94  0.17  -4.23  0.21  -4.56  0.25  

nitromethane -4.85  -4.93  0.09  -5.67  0.16  -5.65  0.16  

nonane -1.96  -0.28  0.20  -2.28  0.39  -3.10  0.36  

octane -1.67  0.10  0.15  -1.66  0.19  -1.96  0.32  

o-xylene -4.59  -2.99  0.20  -4.53  0.18  -5.26  0.28  

propanal -3.20  -2.43  0.10  -3.20  0.14  -3.25  0.16  

p-xylene -4.33  -3.08  0.20  -4.90  0.23  -5.51  0.27  

pyridine -4.94  -3.57  0.14  -4.83  0.25  -4.91  0.26  

tetrahydrofuran -3.23  -2.55  0.10  -3.50  0.16  -3.49  0.17  

thiophene -3.90  -2.96  0.13  -3.98  0.11  -4.29  0.20  

toluene -3.94  -2.56  0.17  -4.38  0.34  -4.46  0.35  

triethylamine -1.93  -0.64  0.21  -2.25  0.35  -2.70  0.37  

RMSE   1.18    0.71    0.86    

MSE  -0.99   0.21   0.41   

MAE  1.05   0.53   0.68   

τ  0.70   0.69   0.67   

PI   0.90    0.85    0.83    
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Table S6. Solvation free energies in [EMIM][NTf2] with the charge scaling factor of 0.6 in kcal/mol. 

aWG  is the slow-growth estimate, EXPG  represents exponential averaging, and GEXPG  is its 

Gaussian approximation. SD represents the standard error of the free energy estimate, which is obtained 

from numerical bootstrap resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1-butanol -4.57  -3.55  0.08  -4.17  0.14  -4.12  0.16  

1-hexanol -5.47  -4.59  0.11  -5.50  0.17  -5.59  0.17  

1-methylcyclohexene -3.07  -3.12  0.09  -4.07  0.13  -4.10  0.14  

1-pentanol -4.82  -4.18  0.10  -5.44  0.17  -5.61  0.23  

1-propanol -4.29  -2.89  0.09  -3.57  0.14  -3.61  0.15  

2,2,4-trimethylpentane -2.18  -2.89  0.19  -4.47  0.17  -4.87  0.24  

2-butanol -4.08  -3.10  0.09  -3.87  0.17  -3.88  0.12  

2-methyl-2-butanol -4.23  -3.00  0.16  -3.99  0.20  -4.11  0.20  

2-propanol -3.71  -2.73  0.10  -3.47  0.13  -3.51  0.14  

acetone -3.87  -3.13  0.08  -3.76  0.12  -3.84  0.13  

acetonitrile -4.36  -3.47  0.07  -4.06  0.10  -4.06  0.12  

benzene -3.85  -3.30  0.08  -4.06  0.10  -4.31  0.16  

carbon_tetrachloride -3.02  -2.39  0.10  -3.30  0.13  -3.52  0.21  

chloroform -3.46  -2.66  0.07  -3.31  0.08  -3.44  0.12  

cyclohexane -2.28  -2.72  0.08  -3.43  0.11  -3.46  0.12  

cyclohexanol -5.94  -5.20  0.12  -6.62  0.16  -7.16  0.27  

cyclohexene -2.73  -2.70  0.12  -3.53  0.11  -3.61  0.16  

decane -3.25  -3.80  0.17  -5.13  0.21  -5.68  0.28  

dichloromethane -3.08  -2.34  0.07  -2.87  0.08  -2.94  0.10  

ethanol -3.76  -2.22  0.07  -2.72  0.10  -2.73  0.11  

ethyl_acetate -4.01  -3.75  0.12  -4.95  0.21  -4.83  0.16  

ethylbenzene -4.67  -4.19  0.11  -5.01  0.15  -5.15  0.22  

heptane -2.20  -2.46  0.13  -3.68  0.27  -3.70  0.18  

hexane -1.69  -2.18  0.13  -3.13  0.16  -3.29  0.18  

isopropylbenzene -4.86  -5.23  0.12  -6.23  0.17  -6.28  0.17  

methane 1.08  1.37  0.05  1.17  0.06  1.15  0.06  

methanol -3.63  -1.60  0.04  -1.85  0.05  -1.88  0.05  

methyl_tert-butyl_ether -2.67  -2.31  0.11  -3.37  0.14  -3.52  0.20  

m-xylene -4.78  -4.00  0.21  -5.58  0.19  -5.94  0.28  

nonane -2.90  -3.58  0.13  -4.95  0.15  -5.28  0.25  

octane -2.57  -3.06  0.12  -4.14  0.12  -4.47  0.22  

o-xylene -4.99  -4.44  0.11  -5.91  0.21  -5.94  0.20  

p-xylene -4.76  -4.29  0.13  -5.62  0.21  -5.90  0.20  

tert-butanol -3.81  -3.27  0.11  -4.38  0.18  -4.45  0.17  

tert-butylbenzene -5.17  -4.96  0.13  -6.48  0.16  -7.04  0.29  

toluene -4.32  -3.75  0.17  -5.08  0.22  -5.21  0.22  
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RMSE   0.79    1.02    1.18    

MSE  -0.45   0.52   0.66   

MAE  0.68   0.82   0.94   

τ  0.63   0.53   0.50   

PI   0.85    0.76    0.73    
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Table S7. Solvation free energies in [EMIM][NTf2] with the charge scaling factor of 0.7 in kcal/mol. 

aWG  is the slow-growth estimate, EXPG  represents exponential averaging, and GEXPG  is its 

Gaussian approximation. SD represents the standard error of the free energy estimate, which is obtained 

from numerical bootstrap resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1-butanol -4.57  -3.25  0.14  -4.75  0.16  -4.95  0.23  

1-hexanol -5.47  -4.69  0.14  -5.92  0.26  -6.01  0.25  

1-methylcyclohexene -3.07  -2.21  0.16  -4.15  0.24  -4.68  0.40  

1-pentanol -4.82  -3.75  0.21  -5.13  0.23  -5.69  0.33  

1-propanol -4.29  -2.59  0.16  -3.81  0.17  -4.09  0.20  

2,2,4-trimethylpentane -2.18  -2.62  0.15  -4.65  0.38  -4.90  0.29  

2-butanol -4.08  -2.85  0.15  -4.28  0.14  -4.34  0.20  

2-methyl-2-butanol -4.23  -3.06  0.16  -5.03  0.32  -5.37  0.25  

2-propanol -3.71  -2.76  0.10  -3.84  0.12  -4.11  0.15  

acetone -3.87  -2.94  0.10  -4.17  0.22  -4.22  0.23  

acetonitrile -4.36  -3.30  0.11  -3.93  0.11  -4.02  0.15  

benzene -3.85  -2.65  0.11  -4.09  0.20  -4.41  0.31  

carbon_tetrachloride -3.02  -1.61  0.13  -3.18  0.30  -3.42  0.33  

chloroform -3.46  -2.36  0.15  -3.32  0.18  -3.52  0.17  

cyclohexane -2.28  -1.28  0.12  -3.78  0.27  -4.02  0.33  

cyclohexanol -5.94  -4.51  0.12  -6.44  0.30  -7.00  0.44  

cyclohexene -2.73  -1.75  0.14  -2.97  0.21  -3.20  0.25  

decane -3.25  -3.56  0.15  -5.09  0.24  -5.62  0.33  

dichloromethane -3.08  -1.92  0.13  -2.97  0.17  -3.04  0.19  

ethanol -3.76  -2.46  0.10  -3.22  0.18  -3.16  0.17  

ethyl_acetate -4.01  -3.05  0.17  -4.58  0.34  -4.53  0.33  

ethylbenzene -4.67  -3.20  0.25  -5.64  0.43  -5.98  0.45  

heptane -2.20  -1.34  0.18  -4.27  0.55  -4.41  0.60  

hexane -1.69  -0.87  0.20  -2.95  0.26  -2.95  0.37  

isopropylbenzene -4.86  -4.54  0.17  -5.16  0.23  -5.75  0.30  

methane 1.08  1.65  0.07  1.37  0.07  1.32  0.07  

methanol -3.63  -1.75  0.11  -2.30  0.12  -2.37  0.13  

methyl_tert-butyl_ether -2.67  -1.42  0.13  -3.42  0.14  -3.62  0.25  

m-xylene -4.78  -3.99  0.16  -5.48  0.18  -5.72  0.23  

nonane -2.90  -3.12  0.13  -4.36  0.10  -5.13  0.20  

octane -2.57  -1.57  0.22  -3.89  0.36  -4.31  0.45  

o-xylene -4.99  -3.99  0.17  -5.28  0.13  -5.67  0.21  

p-xylene -4.76  -4.18  0.09  -5.42  0.14  -5.61  0.18  

tert-butanol -3.81  -3.04  0.17  -5.06  0.22  -5.28  0.32  

tert-butylbenzene -5.17  -4.86  0.16  -6.27  0.27  -7.32  0.33  

toluene -4.32  -3.67  0.15  -4.64  0.14  -4.95  0.21  
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RMSE   1.04    0.95    1.21    

MSE  -0.91   0.56   0.84   

MAE  0.97   0.74   0.98   

τ  0.75   0.57   0.53   

PI   0.92    0.79    0.76    
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Table S8. Solvation free energies in [EMIM][NTf2] with the charge scaling factor of 0.8 in kcal/mol. 

aWG  is the slow-growth estimate, EXPG  represents exponential averaging, and GEXPG  is its 

Gaussian approximation. SD represents the standard error of the free energy estimate, which is obtained 

from numerical bootstrap resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1-butanol -4.57  -3.05  0.12  -4.47  0.21  -4.67  0.17  

1-hexanol -5.47  -3.58  0.16  -5.78  0.47  -5.93  0.45  

1-methylcyclohexene -3.07  -1.59  0.21  -3.38  0.28  -3.83  0.43  

1-pentanol -4.82  -3.19  0.14  -5.30  0.38  -5.65  0.39  

1-propanol -4.29  -2.56  0.10  -3.61  0.22  -3.69  0.13  

2,2,4-trimethylpentane -2.18  0.02  0.20  -2.27  0.17  -3.75  0.53  

2-butanol -4.08  -2.42  0.13  -3.78  0.37  -3.88  0.26  

2-methyl-2-butanol -4.23  -2.40  0.14  -4.15  0.15  -4.95  0.33  

2-propanol -3.71  -2.58  0.12  -3.74  0.15  -3.96  0.18  

acetone -3.87  -2.61  0.11  -4.09  0.25  -4.24  0.27  

acetonitrile -4.36  -3.33  0.13  -4.28  0.15  -4.43  0.18  

benzene -3.85  -2.14  0.16  -3.76  0.13  -4.35  0.27  

carbon_tetrachloride -3.02  -0.95  0.14  -3.08  0.39  -2.98  0.28  

chloroform -3.46  -1.66  0.09  -2.56  0.13  -2.79  0.19  

cyclohexane -2.28  -0.99  0.14  -3.18  0.22  -3.69  0.31  

cyclohexanol -5.94  -3.96  0.23  -6.36  0.46  -7.31  0.52  

cyclohexene -2.73  -1.04  0.20  -2.61  0.40  -3.20  0.35  

decane -3.25  -0.13  0.23  -2.72  0.32  -3.31  0.52  

dichloromethane -3.08  -1.98  0.14  -3.07  0.23  -3.04  0.22  

ethanol -3.76  -2.58  0.06  -3.41  0.09  -3.61  0.10  

ethyl_acetate -4.01  -2.74  0.18  -4.60  0.28  -5.20  0.40  

ethylbenzene -4.67  -2.13  0.18  -4.63  0.49  -4.83  0.45  

heptane -2.20  -0.04  0.20  -1.62  0.15  -2.63  0.27  

hexane -1.69  -0.02  0.14  -1.57  0.32  -1.74  0.33  

isopropylbenzene -4.86  -2.65  0.22  -5.35  0.31  -6.82  0.56  

methane 1.08  1.79  0.08  1.47  0.09  1.47  0.09  

methanol -3.63  -1.88  0.07  -2.52  0.13  -2.53  0.15  

methyl_tert-butyl_ether -2.67  -0.83  0.11  -3.25  0.46  -3.84  0.45  

m-xylene -4.78  -2.45  0.15  -4.61  0.33  -4.84  0.36  

nonane -2.90  -0.54  0.22  -2.89  0.14  -3.70  0.40  

octane -2.57  -0.47  0.19  -3.02  0.14  -3.64  0.51  

o-xylene -4.99  -2.51  0.19  -4.92  0.36  -5.66  0.34  

p-xylene -4.76  -2.43  0.18  -4.42  0.22  -5.01  0.30  

tert-butanol -3.81  -2.69  0.24  -4.58  0.32  -5.00  0.38  

tert-butylbenzene -5.17  -2.64  0.18  -5.09  0.23  -6.18  0.37  

toluene -4.32  -2.31  0.16  -3.83  0.18  -4.33  0.24  
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RMSE   1.87    0.45    0.80    

MSE  -1.80   -0.03   0.44   

MAE  1.80   0.34   0.62   

τ  0.69   0.77   0.67   

PI   0.92    0.94    0.90    
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Table S9. Solvation free energies in [EMIM][OTf] with the charge scaling factor of 0.6 in kcal/mol. 
aWG  

is the slow-growth estimate, EXPG  represents exponential averaging, and GEXPG  is its Gaussian 

approximation. SD represents the standard error of the free energy estimate, which is obtained from 

numerical bootstrap resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1-butanol -5.41  -3.92  0.09  -4.53  0.09  -4.61  0.10  

1-heptyne -3.60  -4.74  0.14  -5.58  0.17  -5.61  0.13  

1-hexene -1.92  -1.95  0.09  -2.66  0.10  -2.72  0.13  

1-hexyne -3.16  -4.26  0.10  -4.90  0.11  -5.06  0.10  

1-octene -2.73  -2.85  0.12  -3.79  0.13  -3.86  0.19  

1-octyne -4.06  -5.17  0.12  -5.99  0.12  -6.11  0.16  

1-pentene -1.45  -1.29  0.11  -1.98  0.15  -1.97  0.15  

1-pentyne -2.64  -3.69  0.07  -4.31  0.09  -4.31  0.10  

1-propanol -4.82  -3.42  0.07  -3.92  0.08  -3.94  0.09  

benzene -3.87  -3.55  0.08  -4.20  0.15  -4.14  0.12  

cyclohexane -2.31  -2.80  0.09  -3.66  0.13  -3.66  0.15  

cyclopentane -1.80  -2.33  0.08  -2.78  0.09  -2.83  0.11  

decane -3.48  -3.88  0.14  -5.28  0.25  -5.40  0.31  

ethanol -4.36  -2.85  0.06  -3.27  0.10  -3.28  0.11  

ethylbenzene -4.67  -4.64  0.12  -5.46  0.11  -5.50  0.14  

heptane -2.22  -2.57  0.11  -3.14  0.11  -3.18  0.14  

hexane -1.63  -1.97  0.11  -2.56  0.11  -2.70  0.13  

methanol -4.13  -2.14  0.06  -2.38  0.08  -2.40  0.08  

methyl_tert-butyl_ether -2.69  -2.94  0.11  -3.67  0.15  -3.72  0.15  

m-xylene -4.80  -4.88  0.09  -5.67  0.10  -5.90  0.13  

nonane -3.09  -3.66  0.12  -4.94  0.20  -4.98  0.19  

n-pentane -1.00  -1.38  0.10  -1.95  0.12  -1.97  0.11  

octane -2.66  -3.02  0.11  -3.88  0.11  -3.99  0.14  

o-xylene -4.92  -4.79  0.10  -5.64  0.10  -5.79  0.18  

p-xylene -4.78  -4.81  0.09  -5.82  0.15  -5.84  0.13  

tetrahydrofuran -3.68  -3.59  0.07  -4.12  0.09  -4.09  0.11  

thiophene -4.14  -3.95  0.10  -4.48  0.12  -4.56  0.14  

toluene -4.33  -4.01  0.13  -4.62  0.13  -4.78  0.15  

RMSE   0.78    1.18    1.24    

MSE  0.02   0.74   0.81   

MAE  0.57   1.07   1.13   

τ  0.56   0.53   0.53   

PI   0.74    0.67    0.67    
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Table S10. Solvation free energies in [EMIM][OTf] with the charge scaling factor of 0.7 in kcal/mol. 

aWG  is the slow-growth estimate, EXPG  represents exponential averaging, and GEXPG  is its 

Gaussian approximation. SD represents the standard error of the free energy estimate, which is obtained 

from numerical bootstrap resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1-butanol -5.41  -3.80  0.15  -5.21  0.22  -5.37  0.25  

1-heptyne -3.60  -3.93  0.18  -5.19  0.21  -5.52  0.19  

1-hexene -1.92  -0.87  0.16  -1.84  0.11  -2.08  0.15  

1-hexyne -3.16  -3.39  0.12  -4.56  0.22  -4.68  0.20  

1-octene -2.73  -1.50  0.17  -3.46  0.34  -3.66  0.35  

1-octyne -4.06  -3.86  0.14  -5.92  0.24  -6.10  0.37  

1-pentene -1.45  -0.27  0.09  -1.14  0.10  -1.28  0.12  

1-pentyne -2.64  -3.04  0.08  -4.02  0.13  -4.03  0.17  

1-propanol -4.82  -3.16  0.11  -3.90  0.08  -4.10  0.14  

benzene -3.87  -2.82  0.09  -3.70  0.12  -3.72  0.15  

cyclohexane -2.31  -1.43  0.13  -2.76  0.19  -2.82  0.26  

cyclopentane -1.80  -1.18  0.12  -2.21  0.12  -2.37  0.13  

decane -3.48  -2.57  0.10  -4.25  0.17  -4.18  0.22  

ethanol -4.36  -2.96  0.08  -3.71  0.13  -3.71  0.12  

ethylbenzene -4.67  -3.26  0.11  -4.56  0.10  -4.88  0.20  

heptane -2.22  -1.02  0.10  -2.57  0.20  -2.67  0.29  

hexane -1.63  -0.92  0.14  -2.12  0.19  -2.33  0.19  

methanol -4.13  -2.31  0.06  -2.73  0.05  -2.79  0.06  

methyl_tert-butyl_ether -2.69  -1.24  0.14  -2.53  0.24  -2.69  0.26  

m-xylene -4.80  -4.38  0.12  -5.33  0.16  -5.38  0.20  

nonane -3.09  -1.95  0.16  -3.89  0.40  -3.95  0.34  

n-pentane -1.00  -0.29  0.09  -1.52  0.17  -1.36  0.19  

octane -2.66  -2.23  0.10  -3.07  0.09  -3.34  0.14  

o-xylene -4.92  -3.60  0.20  -5.65  0.34  -5.77  0.38  

p-xylene -4.78  -3.45  0.13  -4.70  0.09  -4.90  0.16  

tetrahydrofuran -3.68  -3.19  0.09  -4.13  0.17  -4.20  0.17  

thiophene -4.14  -3.29  0.09  -4.13  0.14  -4.14  0.11  

toluene -4.33  -3.15  0.11  -4.19  0.20  -4.33  0.19  

RMSE   1.07    0.79    0.85    

MSE  -0.90   0.31   0.43   

MAE  0.97   0.61   0.65   

τ  0.67   0.63   0.64   

PI   0.87    0.81    0.81    
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Table S11. Solvation free energies in [EMIM][OTf] with the charge scaling factor of 0.8 in kcal/mol. 

aWG  is the slow-growth estimate, EXPG  represents exponential averaging, and GEXPG  is its 

Gaussian approximation. SD represents the standard error of the free energy estimate, which is obtained 

from numerical bootstrap resampling. MSE, MAE, RMSE, τ, and PI serve as quality measurements.  

 

Solute Experiment 
aWG  SD EXPG  SD GEXPG  SD 

1-butanol -5.41  -3.53  0.10  -4.55  0.18  -4.62  0.19  

1-heptyne -3.60  -2.70  0.18  -4.66  0.37  -5.07  0.32  

1-hexene -1.92  -0.17  0.10  -1.17  0.17  -1.23  0.18  

1-hexyne -3.16  -1.56  0.12  -3.40  0.20  -3.91  0.33  

1-octene -2.73  -0.48  0.17  -2.24  0.43  -2.42  0.32  

1-octyne -4.06  -2.79  0.16  -4.69  0.34  -4.96  0.43  

1-pentene -1.45  1.39  0.15  -0.13  0.22  -0.58  0.42  

1-pentyne -2.64  -1.72  0.17  -3.54  0.30  -4.04  0.27  

1-propanol -4.82  -2.39  0.16  -3.65  0.21  -3.88  0.24  

benzene -3.87  -2.10  0.10  -3.29  0.20  -3.42  0.18  

cyclohexane -2.31  -0.45  0.14  -1.97  0.15  -2.26  0.19  

cyclopentane -1.80  0.48  0.18  -1.17  0.26  -1.47  0.32  

decane -3.48  -0.20  0.18  -2.50  0.27  -3.21  0.42  

ethanol -4.36  -2.48  0.09  -3.29  0.10  -3.41  0.15  

ethylbenzene -4.67  -2.20  0.13  -3.79  0.23  -3.98  0.26  

heptane -2.22  0.16  0.14  -1.60  0.16  -2.37  0.29  

hexane -1.63  0.50  0.16  -0.78  0.13  -1.18  0.21  

methanol -4.13  -2.63  0.13  -3.43  0.16  -3.42  0.14  

methyl_tert-butyl_ether -2.69  -0.69  0.14  -2.14  0.10  -2.64  0.22  

m-xylene -4.80  -2.57  0.16  -4.20  0.13  -4.96  0.25  

nonane -3.09  -0.55  0.17  -2.63  0.38  -2.85  0.36  

n-pentane -1.00  0.45  0.11  -0.90  0.17  -1.01  0.23  

octane -2.66  0.23  0.12  -1.43  0.13  -2.24  0.39  

o-xylene -4.92  -2.56  0.16  -4.49  0.40  -4.66  0.32  

p-xylene -4.78  -2.73  0.17  -4.47  0.22  -5.05  0.20  

tetrahydrofuran -3.68  -1.67  0.13  -3.30  0.27  -3.52  0.25  

thiophene -4.14  -2.37  0.17  -4.48  0.41  -4.37  0.39  

toluene -4.33  -2.40  0.17  -4.02  0.23  -4.42  0.35  

RMSE   2.09    0.74    0.64    

MSE  -2.02   -0.44   -0.11   

MAE  2.02   0.67   0.50   

τ  0.70   0.69   0.65   

PI   0.92    0.89    0.87    

 

 


