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Abstract 

Background 

Prenylated flavin mononucleotide (prFMN) is a recently discovered, heavily modified flavin compound. It is the only 
known cofactor that enables enzymatic 1,3-dipolar cycloaddition reactions. It is produced by enzymes from UbiX 
family, from flavin mononucleotide and either dimethylallyl mono- or diphosphate.  prFMN biosynthesis is currently 
reported to be initiated by a protonation of the substrate by Glu140. 

Methods 

Computational chemistry methods are applied herein - mostly different flavors of molecular dynamics MD, such as 
Constant pH MD, hybrid Quantum-Mechanical / Molecular Mechanical MD, and classical MD. 

Results 

Glu140 competes for a single proton with Lys129 but it is the latter that adopted a protonated state throughout most 
of the simulation time. Lys129 plays a key role in the positioning of the DMAP’s phosphate group within the PaUbiX 
active site. DMAP’s breakdown into a phosphate and a prenyl group can be decoupled from the protonation of the 
DMAP’s phosphate group. 

Conclusions 

The role of Lys129 in functioning of PaUbiX is reported for the first time. The severity of interactions between Glu140, 
Lys129, and DMAP’s phosphate group enables an unusual decoupling of phosphate’s protonation from DMAP’s break-
down. Those findings are most likely conserved throughout the UbiX family to the structural resemblence of active 
sites of those proteins. 

Significance 

Mechanistic insights into a crucial biochemical process, biosynthesis of prFMN, are provided. This study, although 
purely computational, extends and perfectly complements the knowledge obtained in classical laboratory experi-
ments.  
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1. Introduction 

Flavins are among the most established chemical species 
that may act as cofactors, enabling various enzymes to per-
form biocatalysis [1]. They have been mostly known for its 
capabilities in redox chemistry [2] due to the versatility of 
the conjugated π electron system within isoalloxazine het-
erocycle [3]. And yet, recent discoveries show that flavins 
are capable of much more [4]. Decarboxylation of α,β-un-
saturated acids [5], carboxylation reactions [6,7], biosyn-
thesis of tautomycetin [8], and ubiquinone [9], degrada-
tion of the precursor of phenazine metabolites [10] - those 
processes are all enabled by prenylated flavin mononucle-
otide (prFMN). Its uniqueness stems from the fact that the 
structure of a traditional tricyclic flavin ring (Figure 1A) is 
extended by an additional non-aromatic ring (Figure 1B), 
what makes prFMN capable of facilitating an unparalleled 
covalent catalysis, such as the first known enzymatic 1,3-
dipolar cycloaddition [5]. 

 

Figure 1. Chemical structures of: A) substrates for prFMN bio-
synthesis: reduced flavin mononucleotide (FMNH2) and di-
methylallyl monophosphate (DMAP); B) Prenylated flavin 
mononucleotide. 

Enzymes from the UbiX family synthesize prFMN [11,12]. 
They require flavin mononucleotide and either dimethyl-
allyl pyrophosphate (DMAPP) [13] or dimethylallyl mono-
phosphate (DMAP) [9,12] as substrates. The first major 
step in the prFMN biosynthesis is the addition of a prenyl 
moiety from a given phosphate substrate to the flavin by 
forming the N5 – C1 bond (Figure 1A). For this to occur 
though, a phosphate group must be eliminated from 
DMAP or DMAPP, which is reported to be possible via pro-
tonation of the phosphate (Figure 2A). [14] Furthermore, 
in this process, the formation of the fourth non-aromatic 
ring in flavin by creating the C6 – C1 bond is reported to be 
initiated by another protonation of the phosphate (Figure 
2B). It was proposed that it is Glu140 (Pseudomonas aeru-
ginosa UbiX (PaUbiX) numbering) which acts as a proton 
donor in both of those steps [14]. Nonetheless, this mecha-
nistic scenario was proposed based on a structural analysis 
of available crystal structures – to the best of our 
knowledge, there are no direct measurements supporting 
those claims. 

 

 

Figure 2. Individual steps of prFMN biosynthesis that are re-
ported to be enabled by Glu140, as reported by Marshal et al. 
[14] A) The initial step in the prFMN biosynthesis - DMAP or 
(DMAPP) breakdown coupled with protonation of the phos-
phate group by Glu140. B) The initial step in terpene cyclase 
step in the prFMN biosynthesis – protonation of the prenyl 
moiety coupled with protonation of the phosphate (or pyro-
phosphate) by Glu140. 

Even though most of the residues within active sites are 
conserved throughout the UbiX family [14] (Figure 3), the 
selectivity of UbiX enzymes varies. [12] Aspergillus niger 
UbiX (AnUbiX) and Escherichia coli UbiX (EcUbiX) [14] re-
quire DMAPP, PaUbiX works only with DMAP [9], whereas 
Escherichia coli O157UbiX is capable of utilizing both 
DMAP and DMAPP [14] in the prFMN biosynthesis. Per-
forming biocatalysis with DMAP is unmet elsewhere – it is 
not used in any other metabolic pathways. Interestingly, 
EcUbiX might produce prFMN upon incubation with 
DMAP if an additional phosphate/pyrophosphate is pro-
vided to the reaction pot [14]. This means that the phos-
phate remaining in the active site is crucial for the prFMN 
biosynthesis, what is achieved with a very strong stabiliza-
tion provided by a hydrogen-bonding network [15]. In the 
closest vicinity of DMAPP/DMAP’s phosphate group apart 
from Glu140 there is another titrable amino acid – Lys129. 
Interestingly, the protonation state analysis based on the 
crystal structure showcased that Glu140 most likely adopts 
a deprotonated state [15] – in such a case, this residue 
would not be able to act as a proton donor, therefore it 
would not facilitate the prenyl-FMN adduct formation 
(Figure 2). On the other hand, Lys129 is likely to adopt a 
protonated state [15] and its location makes it a feasible 
candidate for donating a proton either directly to the lig-
and or via prior Glu140 protonation. 

 



 

 

Figure 3. Alignment of active sites of different enzymes within 
the UbiX family: PaUbiX (red), O157UbiX (green), and AnU-
biX (blue) active sites. Amino acid residues are shown in pale 
tones, whereas ligands are depicted in more saturated tones. 
All the structures have FMN in their active sites. AnUbiX has 
also DMAPP, PaUbiX has also DMAP, whereas O157UbiX crys-
tal structure was resolved without any phosphate bound. 

 

Figure 4. The active site of the PaUbiX complex with 
DMAP and FMN (PDB ID: 4ZAF). Carbon atoms of ligands 
are colored in green, amino acids carbon atoms of Lys129 
and Glu140 are colored in gray. Distances are shown in Å. 

Since protonation state analysis based on the crystal struc-
tures indicated that Glu140 might not be capable of ful-
filling its assumed role in the biosynthesis of prFMN due 
to its adoption of a deprotonated state [15], we have re-
sorted to verifying it with a much more robust methodol-
ogy - Constant pH MD simulations. Subsequently, we have 
considered potential pathways of prenyl-FMN formation, 
using adaptive string method [16] coupled with the Quan-
tum Mechanics/Molecular Mechanics Molecular Dynam-
ics (QM/MM MD) approach within the AMBER package 
environment. 

Hence the objective of the present study was two-fold. 
First, we aimed at exploring whether the static picture of 
events taking place in the active site of PaUbix can be con-
firmed by other independent methods allowing for dy-
namic evolution of the studied system in time. Second, by 
modeling the initial steps of prFMN formation we investi-
gated and described the role of Lys129 and Glu140 and their 
mutual relation in PaUbix functioning. 

2. Results and Discussion 

2.1. Constant pH Molecular Dynamics 

Both explicit and implicit solvent CpH MD simulations 
have been performed. In the former simulations, pKa of 
Lys129 was equal to 7.7, whereas pKa of Glu140 was equal to 
6.4 (Figure 1A, Table S1). Those values indicate that both of 
those residues heavily interact with their surroundings – 
their average pKa values in proteins are equal to 10.7 and 
4.1 [17]. Implicit solvation, on the other hand, seems to un-
derestimate the influence of the surroundings on the con-
sidered herein titrable amino acids – in fact, no events of 
changing protonation states of Lys129 had place, thus it 
was not possible to assess its pKa values. Additionally, pKa 
of Glu140 obtained using implicit solvation was 4.8, being 
close to the native 4.1 value. Consequently, Glu140 was pro-
tonated for only 0.6% of the simulation time during im-
plicit solvation CpH MD (Figure 1A, Table S1). This is in ac-
cordance with findings of Swails et al. [18] stating that im-
plicit solvent CpH MD might provide unrealistic results. 
However, since there are no experimental values of pKa for 
PaUbiX available, we are unable to draw any further con-
clusions in that regard. Nonetheless, the fact that in ex-
plicit solvent CpH MD Lys129 was protonated for 82.7% of 
the simulation time and Glu140 was protonated for 20.2% 
(Figure 1B, Table S1) indicates that their protonation states 
are strictly correlated and if one of them occurs in a proto-
nated state, the other one occurs in a deprotonated state. 
Only for 2.5 % of the time they both remained protonated. 
This means that they compete for a single proton which is 
exchanged between them, with a strong preference to stay 
on Lys129 though. However, if a residue is considered a 
proton donor, the distance which proton would need to 
travel to the acceptor atom should not be too large. In fact, 
it turns out that Lys129 formed a hydrogen bond with 
DMAP whenever it occurred in a protonated state, whereas 
Glu140 formed hydrogen bond with DMAP for only 12.0% 
of the simulation time, even though it was protonated for 
20.2% of the time (Table S1). Thus, Glu140 would be rarely 
capable of donating the proton to DMAP during the 
prFMN biosynthesis if it were necessary for the process to 
proceed. Those results contradict a current hypothesis in 
which Glu140 is believed to donate its proton to DMAP 
[9,14] – rarely it adapts a protonated form, thus the proba-
bility of the subsequent proton transfer is modest. Inter-
estingly, this hypothesis was based on the obtained crystal 
structures of PaUbiX enzyme and an assumption that the 
released phosphate group should not occur in a fully 
deprotonated state in the active site [9,14]. The latter as-
sumption is obviously justified (Figure S1B), however, it has 
been shown that the proton transfer onto the released 
phosphate might be decoupled from the actual release re-
action (though to the best of our knowledge, it was only 
observed in the mutated enzymes so far [19]). On the other 
hand, water molecules might be directly involved in the 
phosphate release [20–23] but no water molecules were in-
cluded in the QM region in this study  thus this alternative 
was not further tested. Considering all of this, by using 
QM/MM MD simulations, we have further investigated the 
roles of Lys129 and Glu140 in the initial steps of prFMN bi-
osynthesis – DMAP’s breakdown and prenyl-FMN adduct 
formation. 



 

 

 

Figure 5. Results of Constant pH MD simulations. A) pKa values of the considered residues. There are no values available for Lys129 
and Tyr169 for implicit solvation because there were no protonation changes observed, thus CpH MD failed to predict pKa. B) Oc-
cupancy of protonated states throughout the simulations. C) Occupancy of hydrogen bond between considered residue and any 
oxygen atom from DMAP. For Glu140, both oxygen atoms of carboxylic group were considered as probable donors. An interaction 
was considered a hydrogen bond if the distance between donor and acceptor atoms was below 3.0 Å

2.2. DMAP’s breakdown and prenyl-FMN adduct for-
mation 

Near neutral pH DMAP tends to be in either deprotonated 
or a single-protonated state (Figure S1A), whereas phos-
phates are either single or double-protonated (Figure S1B). 
Therefore, as suggested by Marshall et al [14], prior to (or 
concertedly to) the detachment of prenyl moiety from 
DMAP, the phosphate group should most likely be proto-
nated first from one of the neighboring residues from the 
active site. Since the results of Constant pH MD (Figure 5, 
Table S1) clearly indicated that there is a competition be-
tween Lys129 and Glu140 for a single proton (with a strong 
preference towards Lys129), if DMAP were to be proto-
nated via Glu140, an earlier proton transfer from Lys129 to 
Glu140 would be most likely required. Nonetheless, in the 
available crystal structure of PaUbiX complexed with 
DMAP and FMN, DMAP is in a very close vicinity of both 
Lys129 and Glu140 (Figure 4). Those three species form a 
very tight, square-alike structure of atoms capable of ex-
changing a proton between them. Based on a crystal struc-
ture alone, it might also seem as if both Lys129 and Glu140 
should occur in a protonated state, since the relevant dis-
tances between DMAP’s oxygen atoms and either nitrogen 
from Lys129 or oxygen atom from Glu140 are equal to 2.72 
and 2.45 Å, respectively. Nonetheless, as it was recently 
proved by Huang et al. [24], predicting protonation states 
of catalytic residues just based on a single static structure 
might not be accurate. Instead, dynamic behavior of pro-
teins should be considered in such studies, as it is reported 
herein. Interestingly, the mutual arrangement of Lys129, 
Glu140 and the phosphate is retained in the crystal struc-
ture after DMAP’s breakdown and formation of a prenyl-
FMN adduct (Figure 6). This stability might suggest that 
interactions between the phosphate and its neighboring 
residues remain unaltered throughout the DMAP’s break-
down and that the proton transfer could be decoupled 
from this process (as it was demonstrated by Lopata et al. 

[19]). Considering those findings, we have explored the 
concerted mechanism comprising the DMAP’s breakdown 
(the C – O bond cleavage) and a prenyl-FMN adduct for-
mation (the C – N bond formation (Figure 7A) without any 
additional proton transfer reactions. Throughout this 
pathway Lys129 remained protonated, whereas Glu140 was 
deprotonated (as was established with CpH MD simula-
tions). Also, DMAP was in a deprotonated state. 

 

 

 Figure 6. The active site of the PaUbiX complex with FMN-
prenyl covalent adduct and a phosphate (PDB ID: 4ZAV) 
[5]. Carbon atoms of ligands are colored in green, amino 
acids carbon atoms of Lys129 and Glu140 are colored in 
gray. Distances are shown in Å.  

The barrier height for the concerted DMAP’s breakdown 
and the prenyl-FMN adduct formation calculated with 
DFTB3 with 3OB:OP parameters is 25.1±0.3 kcal/mol, 



 

though with only a little apparent stabilization provided at 
the products state (PS) region (about 3 kcal/mol as com-
pared to the transition state, TS, Figure 7). The energy bar-
rier seems to be a bit overestimated, but one should bear 
in mind that the QM method used in this study – DFTB3 - 
is only a semiempirical method thus it does not allow for a 
fully quantitative analysis. However, there are several stud-
ies from recent years demonstrating its successful applica-
tion for the discrimination of reaction mechanisms in the 
phosphoryl-transfer reactions [25–29]. Nonetheless, PS in-
deed seems to be stable – additional relaxation simulations 
started from the PS structure confirm that no further sim-
ultaneous process occurs on its own. (Figure S2). Addition-
ally, released phosphate group is very well stabilized via 
hydrogen bonding by the remainder of active site residues 
both at TS and PS and perhaps such stabilization is suffi-
cient for the decoupling phosphate protonation from 
DMAP breakdown (Figure S3). As it was already men-
tioned, the pathway for a direct DMAP’s breakdown and 
prenyl-FMN adduct formation as the initial step of prFMN 
biosynthesis, without any prior proton transfer to the 
phosphate group from DMAP is in contrast with the results 
from previous studies. The hypothesis that Glu140 acts as a 
proton donor in the initial step of the prFMN biosynthesis 
was based solely on the obtained crystal structure of 
PaUbiX enzyme and not on the probing actual proton 
transfer reactions. Apart from the results presented herein, 
we have also attempted to model different pathways of 
prenyl-FMN adduct formation, DMAP’s disassembly and 
(possibly) accompanying proton exchanges between 
Lys129, Glu140, and DMAP’s phosphate but none of them 
has provided reliable results within the used methodology 
(Figure 8). We have managed to obtain viable results for 
the proton transfer from Lys129 to Glu140 (Figure S4), 
which was considered as a first step in a few of the studied 
pathways though. More details regarding those attempts at 
modelling prFMN-adduct formation can be found in Sup-
porting Information (Table S2). Inability to obtain viable 
results for the remainder of the attempted pathways may 
stem from the limitations of the used herein QM method-
ology (DFTB3/3ob:op) – in fact it was shown, that DFTB3 
may yield quite significant errors with regard to hydrogen 
bonding [30] which are at the very core of the system stud-
ied herein. Also, one could always argue whether the size 
of QM region should not be larger, which we address in 
computational details section. Therefore, for quantitative 
analysis of the initial steps of prFMN biosynthesis, one 
should rather resort to a more precise description of the 
QM region such as DFT. Despite these shortcomings, 
Lys129 is unarguably vital for the prFMN biosynthesis. Fur-
thermore, since other UbiX variants have both Lys and Glu 
residues at the corresponding locations (Lys151 and Glu162 
for AnUbiX, Lys112 and Glu123 for O157UbiX), we assume 
that the interactions within the active site are most likely 
conserved throughout the whole UbiX family. 

 

 

Figure 7. A) The investigated DMAP’s breakdown and 
prenyl-FMN adduct formation reaction. Collective Varia-
bles used for this reaction are highlighted by arrows (C – O 
bond rupture and C – N bond formation). B) Free energy 
profile for the DMAP’s breakdown and the prenyl-FMN ad-
duct formation. C) Representative structure of transition 
state for the investigated reaction. 



 

 

Figure 8. Reactions that were investigated as alternative 
pathways for the prenyl-FMN adduct formation. A crossed 
arrow indicates that based on the calculations presented 
herein the reaction does not occur this way. 1) Proton 
transfer from Lys129 to Glu140. 2) Proton transfer from 
Glu140 to DMAP’s phosphate. 3) Proton transfer from 
Glu140 to DMAP’s phosphate coupled with DMAP’s C-O 
bond cleavage and prenyl-FMN adduct formation. 4) 
DMAP’s C-O bond cleavage and prenyl-FMN adduct for-
mation with protonated Glu140. 5)  Proton transfer from 
Lys129 to the DMAP’s phosphate group.  

3. Conclusions 

Herein, based on the evidence coming from the protona-
tion state analysis and subsequent free energy surface sim-
ulations, we propose that Lys129 is crucial for the function-
ing of PaUbiX. Since it is capable of donating its proton to 
Glu140 (being itself predominantly protonated though), 
those two residues together stabilize the position of the 
phosphate group throughout the biosynthesis of prFMN, 
both when it is bound to the prenyl group, and when it is 
released from it. Previously, it was suggested that Glu140 
donated its proton to the phosphate group in DMAP, trig-
gering that way the whole prFMN biosynthesis [9,14]. Alt-
hough we do not explicitly reject this hypothesis, we see 
the main role of Glu140 differently as our results presented 
in this work indicate that this residue instead of being the 
main player on the stage contributes to the hydrogen 
bonding network within the active site. Moreover, since 
Glu140 competes for a proton with Lys129 (accordingly to 
our calculations, the probability of its protonation is 4 
times less than the probability of lysine protonation), 
prFMN biosynthesis would also require a proton transfer 
from Lys129 to Glu140 as the very first step. What’s more, 
we showed herein, that DMAP’s breakdown and FMN-
prenyl adduct formation may be decoupled from the 

proton transfer onto DMAP’s phosphate group. The exact 
preferences for the whereabouts of proton in each step of 
the prFMN biosynthesis though should perhaps be estab-
lished using different methodology than was used herein 
(higher-level QM methods would be more robust for this 
purpose) but Lys129 should be considered as a crucial resi-
due for prFMN biosynthesis – it is the source  for the pro-
ton that either facilitates DMAP’s cleavage (if a proton in-
deed gets transferred) or is required for stabilizing the 
phosphate in its double-deprotonated form in the active 
site, which according to our study, is more probable. 
Therefore, Lys129 is a crucial residue for the functioning of 
PaUbiX and its role is probably conserved throughout the 
whole UbiX enzyme family, due to the similarity of the ac-
tive sites of PaUbix, AnUbix, and O157UbiX. 

4. Computational Methods 

4.1. Initial system setup 

All of the molecular dynamics calculations were performed 
for the PaUbiX enzyme (PDB ID: 4ZAF) [9] in complex 
with the reduced flavin mononucleotide (original structure 
contains oxidized FMN but for the biosynthesis to occur, 
FMN must be reduced [9]) and dimethylallyl monophos-
phate (DMAP). Three individual chains were used for sim-
ulations, since this is a minimal system with a fully formed 
active site [9]. Such a structure was obtained according to 
the information about unit cells provided with the original 
crystal structure. Symmetry operations were carried out in 
the PyMOL program [31]. The crystal structure had two res-
idues missing (terminal Asp and Glu) – their initial coordi-
nates were built by using the MODELLER software [32]. No 
disulfide bridges in the protein were detected by the 
pdb4amber program, which is a part of the Amber software 
suite [33]. Initial protonation states of titrable amino acids 
were determined with both ligands (FMN and DMAP) in 
the active site using the Propka software with [34,35], im-
plemented at the PDB2PQR webserver [36] at pH 7.0. 
GAFF2 was used as a force field for ligands [37]. Charges for 
ligands were derived with the AM1-BCC model [38,39]. 
Missing force field parameters for ligands were obtained 
using the Antechamber program [40]. Crystal water mole-
cules were deleted from the system because they caused 
instabilities in MD simulations. The protein atoms were 
treated with the ff14SB force field [41]. All flavors of MD 
simulations performed herein were carried out with the 
Amber software suite[33].  

1.1. Classical Molecular Dynamics 

Classical molecular dynamics simulations were performed 
prior to QM/MM MD. 24 Na+ ions were needed to neutral-
ize the system. The protein-ligand complex was solvated 
with TIP3P water molecules (the initial size of the periodic 
box was equal to 89.2 Å x 109.8 Å x 98.3 Å), amounting to 
80 265 atoms in the model. Classical MD simulations were 
performed using the GPU (CUDA) version of PMEMD 
(Particle Mesh Ewald Molecular Dynamics) code[42,43] 
implemented in the Amber software suite. Prior to molec-
ular dynamics, minimization was performed for 4000 steps 
with 2000 steps of the steepest descent minimization, fol-
lowed by another 2000 steps of the conjugate gradient 



 

minimization. The resulting structure was subjected to 
heating to 298.15 K for 100 ps using an NVT ensemble. 
Then, preliminary equilibration was run for 5 ns in an NPT 
ensemble. Both of those steps had a time-step of 1 fs. After 
that, the second run of equilibration was performed with a 
time-step of 2 fs for 120 ns. Langevin dynamics [44] with 
collision frequency equal to 2 ps was used for temperature 
scaling and Berendsen barostat [45] was used to maintain 
the pressure with a pressure relaxation time of 2 ps. Peri-
odic boundary conditions and a 12 Å cut-off distance for 
non-bonded interactions were applied throughout the 
simulations. A shake algorithm [46] was used to constrain 
bonds involving hydrogen atoms. 

4.3. QM/MM Molecular Dynamics 

The resulting structure from classical MD was used as a 
starting point for QM/MM MD. Sidechains of Lys129 and 
Glu140, isoalloxazine ring from FMN and the entire DMAP 
molecule were treated with a QM Hamiltonian. This 
amounted to 76 real atoms in QM region with QM charge 
equal to -2. There were 3 covalent bonds on the boundary 
between QM and MM regions (2 bonds between the Cα 
and Cβ carbon atoms in Lys129 and Glu140, respectively 
and the C11 – C12 bond in the tail of FMN)– they were 
capped with the hydrogen-link atoms. Only the most rele-
vant atoms for the studied processes were included in QM 
region due to computational resources limitation but since 
it included all of the reacting species, the outcome of the 
study is unlikely to change if the QM region was extended 
[47]. All of those calculations were performed with the Am-
ber QM/MM engine [48,49], using SCC-DFTB3 [50] to rep-
resent the QM region of the overall system, along with the 
DFTB3/3OB:OP parameters [51]. Results of the gas-phase 
calculations of proton affinities for the considered herein 
proton donors (Table S2) and DMAP as acceptor (Table S3) 
are comparable to the values reported for the species which 
were used for the DFTB3 parametrization [50]. Therefore, 
DFTB3 seems to be a suitable method for the studied 
herein reactions. To facilitate convergence of the QM sub-
system, electronic temperature was set to 100 K. Next, the 
system was subjected to minimization (2000 steps in total; 
1000 of steepest descent and 1000 steps of conjugate gradi-
ent), heating (up to 298.15 K) and a short equilibration for 
a total of 50 ps, with a cut-off of 8 Å and time-step of 1 fs 
(other parameters were defined as in the previous case). 
Shake was turned off for the part of the system treated 
quantum-mechanically. Switching function was used for 
long-range electrostatics, with default parameters. The 
structure obtained after the equilibration was chosen as a 
Reactant State (RS) for all of the subsequent mechanistic 
simulations. Potentials of Mean Force (PMF) was calcu-
lated with a locally changed installation of Amber18, which 
included the Adaptive finite temperature string method 
[16]. To get PMF using this method, it is required to have 
at least structures of reactants (RS) and products states 
(PS). For each of the considered reactions (Figure 7, Figure 
8, Table S2), PS structures were obtained by harmonically 
restraining a specified Collective Variable to a value that 
would make a reasonable structure – for instance, for the 
reaction considered in Figure 7, the N – C bond was 

restricted to 1.9 Å and the O – P bond was restricted to 3.0 Å. 

Additionally, in order to speed up convergence of the 
string calculations, 4 additional guess structures (so a total 
of 6 structures was used for each string: RS, PS and 4 inter-
mediates) were determined for each process in the consid-
ered CV space in-between RS and PS. Each of those struc-
tures was scaled regarding considered CVs and they acted 
as initial guesses for how a geometry at this particular point 
in reaction might look like. So, for the reaction considered 
in Figure 7, the 2nd initial structure was restrained to have 
the N – C bond of 3.15 Å, whereas O – P bond was restricted 
to 1.84 Å. After obtaining all those structures for all the 
considered reactions, the PMF calculations were per-
formed. When we considered proton transfers onto 
DMAP, the acceptor atom was always an oxygen atom from 
the phosphate group of DMAP that was the closest to the 
considered donor atom. The energy required for the rota-
tion of the DMAP’s phosphate group is minimal (Figure 
S5), thus it should be relatively easy for it to rotate even 
when it is encompassed by an enzyme. Nonetheless, we be-
lieve that considering the closest oxygen atom as an accep-
tor is the best option, since it does not introduce large dis-
tances for the proton to travel. Time-step for performing 
string simulations was 0.5 fs – other parameters were kept 
as previously. All the string calculations were performed 
with 30 nodes (30 distinct points defined along the evolu-
tion of CVs). The first actual step in used herein string 
method is the determination of Minimum Free Energy 
Path (MFEP). This is done by optimizing values of CVs in 
each node, until subsequent simulations step does not in-
troduce significant changes of those CVs. It was done with 
using additional, orthogonal potential of 400 

(kcal/mol)/(a.m.u.Å). In our case, all of the successful cal-
culations reached convergence of MFEP with values below 

0.1  a.m.u.1/2Å (Figure S6). After determining MFEP, Um-
brella Sampling simulations were performed to obtain the 
actual PMF. More rigorous description of how adaptive 
string method works may be find elsewhere [16]. We have 
included additional information on pathways that did not 
lead to expected products (Figure 8) along with the reason-
ing why these pathways were considered as “failed” in SI.  

4.4. Implicit Solvent Constant pH Molecular Dynamics 

Implicit solvent Constant pH MD simulations were per-
formed with the GPU implementation of the PMEMD en-
gine [52] from the Amber software suite[33], along with the 
Generalized Born solvation model [53,54]. Salt concentra-
tion was set to 0.1 M, whereas solvent pH set to 7.0, without 
any cut-off for the non-bonded interactions. Prior to MD, 
minimization was performed for 4000 steps with 2000 
steps of the steepest descent minimization, followed by an-
other 2000 steps of the conjugate gradient minimization. 
The resulting structure was subjected to gradual heating to 
298.15 K for 1 ns. An equilibration was performed for an-
other 3 ns. Next, the titrable residues located within 15 Å 
radius from the dimethyllalyl monophosphate molecule 
were allowed to change their protonation states. Such an 
exchange was attempted every 10 fs, though only a single 
residue was examined at a single step. Production runs 
were performed for 500 ns. For all the MD steps, time-step 



 

was equal to 2 fs. Langevin dynamics [44] with collision fre-
quency equal to 5 ps was used for temperature scaling. A 
shake algorithm [46] was used to constrain bonds involv-
ing hydrogen atoms. 

4.5. Explicit solvent Constant pH Molecular Dynamics 

Explicit solvent Constant pH MD simulations [18] were car-
ried out within the Amber suite, using the GPU implemen-
tation of the PMEMD engine. System preparation, minimi-
zation, heating, and equilibration were done accordingly 
as the same steps performed using classical MD. After equi-
libration, titrable residues located within 15 Å radius from 
the dimethyllalyl monophosphate molecule were allowed 
to change their protonation states. Such an exchange was 
attempted every 200 fs with a random single residue exam-
ined at each step, followed by 200 fs of solvent equilibra-
tion. Salt concentration during an attempt of changing 
protonation state was equal to 0.1 M, whereas solvent pH 
was equal to 7. Explicit solvent CpH MD was run with 10 
disconnected replicas of the system, amounting to the total 
time of 1 μs of simulations. Other parameters that were not 
specified in this paragraph were the same as in the classical 
MD simulations. 

4.6. Semi-empirical calculations 

Semi-empirical calculations were carried out using the 
DFTB3 [50] Hamiltonian with the DFTB3/3OB parameters 
[51] implemented in the ADF program package [55]. Proton 
affinities (Tables S2 and S3) were calculated using the 
method described by Gaus et al. [50] according which pro-
ton affinity is the negative enthalpy change for the gas-
phase reaction 𝐴− +  𝐻+  → 𝐴𝐻 , where 𝐴− is considered an 
anion, 𝐻+ is a proton and 𝐴𝐻 is a protonated form of 𝐴−. 
Rotation of the phosphate group (Figure S6) within DMAP 
was defined as the C1-O-P-O  (C1 atom is numbered in Fig-
ure 1, subsequent oxygen is the oxygen between the C1 and 
P atoms, the last oxygen atom is one of the terminal oxygen 
atoms of DMAP) dihedral angle with calculating energy 
every 6° degree for a total of 42 steps. This investigation 
was started from the optimized structure of DMAP. All the 
semi-empirical calculations were carried out in gas-phase 
and all the reported energies are potential energies. 
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