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ABSTRACT: Computational chemistry is an increasingly active field due to the improvement of computing resources and theoretical 
tools. However, its use remains usually limited to technically-inclined users due to the technical challenges of preparing, launching 
and analyzing calculations. In this context, we have developed CalcUS, an open-source platform to streamline computational chem-
istry studies. Its objective is to democratize access to computational chemistry by providing a user-friendly web interface to simplify 
running and analyzing quantum mechanical calculations. It is freely available, expandable and customizable. It promotes connectivity 
to multiple software packages and algorithms, thus providing state-of-the-art techniques to all practitioners. We propose CalcUS as 
a standalone tool and infrastructure to support other open-source packages.  

INTRODUCTION 
Computational chemistry is a major field in chemical sci-

ences and is rapidly gaining popularity as a central tool to pro-
vide insights and predictions on experimental systems. New 
computational methods are being developed to improve accu-
racy or increase computational efficiency.1 Combined with the 
improvements in the computing power of modern processors, 
these advances make computational modelling of realistic 
chemical systems increasingly valuable and common. For ex-
ample, molecular dynamics (MD) have found numerous appli-
cations in the simulation of large organic systems, such as pro-
teins2 and polymers.3,4 Quantum mechanical (QM) calculations 
are used for smaller (typically up to 200 atoms) yet extremely 
diverse systems. By computing the approximate wave function 
or electron density, one gains access to a whole range of valua-
ble fundamental insights. Structural, electronic, and energetic 
properties are of great interest in fundamental and mechanistic 
studies. Moreover, these calculations can provide properties 
such as NMR shifts,5 absorption spectra,6–8 EPR spectra9 and 
Mössbauer isomer shifts.10 Accordingly, a large number of re-
searchers can benefit from chemical modelling. 

Many software packages exist to carry out QM calculations. 
They all possess their idiosyncratic format, syntax and output 
files. This can be quite daunting to new practitioners, as they 
have to learn the particularities of the packages they are using 
in addition to the numerous concepts of computational chemis-
try. For more advanced users, these differences hinder produc-
tivity and mandate additional efforts to develop an efficient 
workflow (e.g. by scripting) with multiple packages. Thus, us-
ers tend to restrain themselves to software suites they are famil-
iar with and may miss on other packages' features.  

We envisioned creating an interface to perform, automate, 
and manage QM calculations with multiple software packages 
to solve these challenges. Several projects aim to automate 
computational chemistry, but either for a specific purpose11–13 
or through a form of scripting.13–19 We had specific objectives 
for the interface: 1) Be user-friendly and intuitive; 2) Be open-

source, customizable and expandable; 3) Be easy to use on mul-
tiple operating systems (OS); 4) Provide a suitable environment 
to learn computational chemistry; 5) Provide all the necessary 
tools to manage and analyze QM calculations; 6) Provide ad-
vanced functionalities for tasks which would otherwise be cum-
bersome to carry out. One software that approaches this vision 
is WebMO,20 although it is not open-source and cannot be mod-
ified freely. To the best of our knowledge, there is no open-
source project that embodied our vision and suited our needs. 
We report herein the details of CalcUS, our open-source, web-
based computational chemistry platform.  
CONCEPTION 

In the field of computational chemistry, it is common to run 
QM software packages on a Linux distribution, the usual OS for 
high-performance computing (HPC) clusters. Its use tends to be 
different from GUI-centered OS such as Windows and MacOS. 
Consequently, an investment of time and effort is required to 
become proficient in its use.  

To benefit from the broad compatibility of Linux with QM 
software while avoiding its steep learning curve, we elected to 
develop CalcUS as a web-based platform based on a Linux 
server. This makes the tool OS independent for the end-user and 
eliminates the need to download and install software to be used. 
We thus designed a stack of services to power the required 
functionalities. The entire configuration has been automated 
using Docker,21 an open-source containerization platform. 
Indeed, the configuration files provided in CalcUS contain the 
procedures to ensure that the different services are set up 
correctly. Docker uses these files to create the CalcUS virtual 
environment. In practice, this means that CalcUS requires 
minimal configuration during the installation. Moreover, 
Docker makes running a Linux virtual machine on any OS 
possible. This creates a stable and constant Linux environment 
for CalcUS while still being available on all systems. 

We designed CalcUS as a web platform that entire research 
groups can use. The end-users each possess individual accounts 
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and can form groups. They can view each other's calculations 
in a group, which promotes collaboration and mutual assistance. 
This offers an attractive alternative to manual file transfers and 
instead allows users to browse through the information freely. 
Due to the easy installation, anyone could also install a local 
platform instance on their personal computer instead. Indeed, 
the software infrastructure that manages calculations in CalcUS 
requires little computing power and memory. Even a small sin-
gle-board computer (SBC), such as a Raspberry Pi, can be suf-
ficient to host the server. Consequently, research groups that do 
not want to invest in a powerful workstation can nevertheless 
run a centralized instance of CalcUS on nearly any functioning 
computer. In contrast, using a powerful workstation, with the 
required QM software installation, provides access to practical 
local QM calculations.  

The backend of CalcUS is written in the programming lan-
guage Python, which is widely used in science. As such, many 
Python packages can be utilized directly to provide useful fea-
tures. The general software infrastructure is presented in 
Scheme 1. Every software component and module used are 
open-source and available freely under various permissive li-
censes. The program is centered around a Django web applica-
tion, which powers the interface. The web server handles the 
requests and manages the data stored in a PostgreSQL database. 
Tasks which have long runtimes, such as local calculations, are 
sent to a queue and processed by the task manager. Remote con-
nections to computation clusters are handled by a separate dae-
mon, which controls file upload, task monitoring and result 
analysis.  

 
Scheme 1. Simplified structure of CalcUS. Dashed nodes 
represent optional third-party packages. 

 
MAIN FUNCTIONALITIES 

CalcUS makes it easier for beginners to learn practical com-
putational chemistry by providing all the tools required to 
launch, monitor and analyze calculations in a simple web inter-
face. For example, input structures can directly be draw in a 2D 
sketcher. The result of the conversion to 3D can be inspected in 

the same interface, before launching the calculation. This elim-
inates the need for a 3D molecular editor and accelerates the 
input creation in many cases. In cases where the 2D sketcher 
does not do justice to the desired input structure, molecular 
structures can be uploaded in any of the standard formats, such 
as XYZ, MOL, MOL2 or SDF formats. Raw Gaussian output 
files can also be uploaded directly; CalcUS will parse the last 
structure of the files and use them as input. 

The interactive interface replaces manual calculation key-
word specification. The type of calculation (e.g. geometrical 
optimization, frequency calculation, etc.) and level of theory are 
simply chosen for the desired software package configured. 
Fields for additional parameters appear in the interface when 
required. For example, constrained optimizations require the 
end-user to enter the constraints based on the atomic numbering 
of the input structure. Consequently, this structure is displayed 
in the 3D molecular viewer integrated in the interface, and num-
bering appears when a calculation that requires atom numbering 
is selected. Finally, custom keywords can also be appended to 
the input file to not limit the possibilities to what is explicit in 
the interface and allow more advanced users to customize the 
input for a given QM software suite fully. Settings can then be 
saved as preset and later reused. It is important to note that the 
interface does not change depending on the software package 
used, making it effortless for the users to use multiple ones. Cal-
cUS currently interfaces with Gaussian,22 ORCA23–25 and the 
xTB suite.26–39 These packages are of course not provided with 
CalcUS due to the licensing requirements and must be installed 
on either local machine that will perform the calculations, or the 
remote HPC resources used. 

 
HPC RESOURCES MANAGEMENT 

One of the challenges that beginners in computational chem-
istry face is the use of high-performance computing (HPC) clus-
ters, as it commonly requires functional knowledge of shell (i.e. 
command line) environments. This technical proficiency will 
often restrict some users to particular GUI-based QM software. 
CalcUS enables the use of the full potential of remote HPC re-
sources (i.e. clusters) in the same user-friendly interface devel-
oped for the local resources. When launching new calculations, 
the user can simply specify a remote cluster (previously config-
ured) to be used. CalcUS then manages remote job submission 
of calculations, as the user would through a shell. It handles file 
upload and job submission to SLURM scheduling software, 
which is widely used on HPC clusters. The user simply needs 
to provide a submission script template for each HPC cluster. 
This approach provides good flexibility for choosing the param-
eters of the jobs to be submitted and allows support for a variety 
of cluster configurations. 

Local and remote calculations can seamlessly be used simul-
taneously. For example, one could find useful to perform quick 
conformational sampling locally using free DFTB software 
such as the xTB package, then submit the resulting structures 
for high-level DFT optimization on HPC clusters. All these 
steps are performed within the same interface without the need 
for the end-user to perform any of the usual file transfer/job 
preparation steps. 

Of course, the use of HPC clusters requires additional con-
figuration, which is relevant to explain further. The key element 
of this process is the initiation of a secure shell (SSH) connec-
tion to the remote HPC cluster. When adding a new cluster 
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access in CalcUS, a public-private key pair will be generated 
using standard cryptographic protocols. The public key must be 
added manually by the user in his list of allowed keys on the 
HPC cluster. The private key can then act as a surrogate for the 
user password, allowing the platform to access the user account 
on the remote HPC cluster. For security reasons, this private key 
is encrypted by a password chosen by the user, which is not 
saved anywhere. Thus, the platform can only connect to the 
HPC cluster when the user enters this password and initiates the 
connection. This SSH connection can be closed by the user at 
any moment. All these measures ensure that the actual password 
of the user account on the HPC cluster is never used or saved in 
the CalcUS infrastructure, and that only the user can make use 
of the private key and allow connection to his account. 

 
USERS MANAGEMENT 

As mentioned before, the interface supports multiple users 
and groups. Thus, a single server can allow many researchers to 
perform calculations from their web browser, without having to 
install any software on their personal computer. Moreover, us-
ers in the same group can have access to other member's pro-
jects (unless marked as "private", in which case they are hidden 
and inaccessible). In this way, users can collaborate, provide 
assistance, and learn from each other and leverage others' cal-
culations as starting point for their own. Calculations of users 
in a group cannot be viewed by users outside of the group, in 
order to protect potentially confidential or sensitive data. This 
structure enables a single CalcUS server, if installed on a com-
puter accessible network-wide, to be used by as many research 
groups and users as desired (Scheme 2). If many calculations 
are submitted locally to be performed on the server, they will be 
queued and performed sequentially through the task manager. 
The execution of calculations submitted to remote HPC re-
sources will be managed by each cluster's queueing system. 
Consequently, the number of end-users is only limited by the 
power of the server host and by the amount of computational 
power required by them. If the server is only used to manage 
remote calculations on HPC clusters, however, a very large 
number of end-users can be supported. 

 
Scheme 2. User structure. 

 
DATA MANAGEMENT 

One key aspect of computational chemistry is data manage-
ment. Indeed, the generation and analysis of large amount of 
output files is a continuous challenge in this field. In line with 
our main objective with CalcUS, we developed a data 

management scheme that aims at simplifying the technical work 
for the end-user. Consequently, a conceptual organization was 
introduced in the database, with the entry point being a project 
(Scheme 3). Each user can define multiple projects, enabling a 
simple organization.  

All calculations are then organized in a chemically logical 
fashion. Firstly, we define a structure as a molecular object with 
uniquely defined 3D coordinates. For example, each conformer 
of a species will be stored in a separate structure. All calculation 
types can be separated into structure-creating calculations (e.g. 
geometrical optimization, transition structure search, conformer 
search) and non-structure-creating calculations (e.g. frequency 
calculation, NMR prediction, single-point energy). As the non-
structure-creating calculations depend on these initial 3D coor-
dinates, their results are linked to their corresponding structure. 
The parsed data from a calculation is stored in the properties 
class and also point to the parameters class used to describe its 
specific conditions (e.g. theory model, basis set).  

 
Scheme 3. Example of data organization in the database. 

 
Structures are grouped into ensembles. An ensemble will 

contain a set of closely related structures. The most common 
case is an ensemble containing all conformers of a given spe-
cies. This is especially powerful, as it allows the user to perform 
actions on sets of structures. Any calculation that can be 
launched from a structure can also be launched from an ensem-
ble. Thus, for the user, it is as quick to start a geometry optimi-
zation on an ensemble of 10 structures than on a single struc-
ture. Moreover, ensembles can be filtered by energetic parame-
ters (cutoff by relative energy or Boltzmann weight) prior to 
submission. Additionally, it is possible to automatically obtain 
the Boltzmann-weighted properties computed for each ensem-
ble and each theory level, which reduces further the overhead 
in dealing with many conformers and model parameters. 

In some cases, an ensemble does not have thermochemical 
significance and simply serve as a convenient container for re-
lated structures. This is the case for example with relaxed geo-
metrical scans. In these cases, the ensemble object simply al-
lows the user to browse through the results and launch subse-
quent calculations on chosen structures. 

Ensembles are further grouped into molecules. In this con-
text, a molecule refers to a species or system with a unique 
chemical identity, independent of its precise geometry or prop-
erties. Thus, each molecule can be characterized by its InChI 
key,40 which is automatically computed. While this definition is 
not restrictive (e.g. when modelling transition states and 
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reaction products within the same "molecule" object), it never-
theless serves as a useful organizational tool. In this way, large 
numbers of calculations are classified based on their chemical 
relevance. 

All the molecule instances are grouped in the user-defined 
projects, which separate unrelated molecules. For these pro-
jects, CalcUS can generate summaries in CSV files containing 
all the required information for analysis. In particular, the Boltz-
mann-weighted energies, enthalpies and free energies are com-
puted for each ensemble of each molecule. The individual prop-
erties of each structure can be consulted. A summary section 
presents the Boltzmann-weighted free energies per ensemble 
and per theory level, which is generally the desired information. 
This CSV file can be viewed directly on the platform or down-
loaded and opened with any spreadsheet software. 

 
WORKFLOW MANAGEMENT 

In complex projects, it is common to perform multi-step se-
quences of calculations which use the structure of a previous 
calculation as input. This is typically called a computational 
workflow. Furthermore, branching can occur in these processes, 
thus forming a complex tree of linked calculations. This can be 
confusing and lead to errors and time loss. To address this issue, 
CalcUS keeps track of the origin of each ensemble and con-
structs a visual, interactive ensemble tree for each molecule 
(Figure 1). The user can provide custom names to ensembles for 
clarity. Clicking on any node redirects the user to the corre-
sponding ensemble page. 

 

 
Figure 1. Automatically generated interactive ensemble 
map. 

One advantage of using a relational database like PostgreSQL 
is the ability to link objects together in a non-linear fashion. For 
example, this is what allows the creation of ensemble trees, such 
as the one illustrated in Figure 1. Moreover, the ensemble prop-
erties (e.g. Boltzmann-weighted energies) can be calculated dy-
namically by querying all the structures belonging to that en-
semble and performing the appropriate weighting. These rela-
tionships do not need to follow a restrictive top-down 

organization, such as in folders and subfolders. As such, data 
can be organized simultaneously in different ways and effi-
ciently retrieved in multiple ways. 

We used this flexibility to facilitate the management of com-
plex projects. Indeed, not all generated ensembles will be useful 
for final analysis, as many of them will be preoptimizations, 
scans or failed attempts at obtaining the desired structure. None-
theless, it might be desirable to keep them for future consulta-
tion. Consequently, a priority flag has been introduced to dif-
ferentiate ensembles used for final analysis. Visually, this adds 
a black border around the corresponding nodes on the ensemble 
map (Figure 1). With respect to the data analysis, flagged en-
sembles gain a priority over unflagged ensembles. Conse-
quently, when generating the CSV file, the user can choose to 
include only the flagged ensembles, providing only the relevant 
information in the summary. To enable further organization of 
the data, the interface offers a classification system based on 
folders, which is familiar to all users (Figure 2). Flagged ensem-
bles can thus be organized as the user desires, which facilitates 
results management, in particular for complex projects. A CSV 
file which respects this structure can then be generated. 

 
Figure 2. Illustration of the online folders system. 

The complete output files of each calculation of a project can 
also be downloaded, either in a "molecule-based" file structure 
or a "folder-based" file structure. While CalcUS aims to provide 
the tools necessary to manage and analyze computational chem-
istry projects, one can use the interface as an initial calculation 
creator and manager prior to further local analysis. 

 
ADVANCED FUNCTIONALITIES 

CalcUS was developed with the aim to democratize access to 
computational chemistry by providing a user-friendly interface 
to beginners. Nonetheless, advanced users can also benefit from 
multiple time-saving features integrated in CalcUS:  

1) The basis set for each individual element can be easily cho-
sen in the interface. The Basis Set Exchange Python library41 
offers an extensive choice of basis sets which can be used in the 
calculations. Similar to the project's site, our interface automat-
ically filters the available basis sets for the selected atoms (and 
vice versa). 

2) Minimal energy path calculations (MEP) can also be per-
formed by combining the rapid GFN2-xTB method27 from the 
xTB package and the nudged elastic band (NEB) algorithms im-
plemented in ORCA.42–44 This is useful to obtain transition 
states with multiple reaction coordinates, for example. This ap-
proach takes as input one structure on either side of the transi-
tion state and constructs a path between them. The use of 
GFN2-xTB significantly reduces the computational cost of this 
method and makes it viable for relatively large systems. 
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3) Conformational sampling is greatly simplified by the in-
terface. Using the software package CREST,31,32 conforma-
tional sampling can be performed like any other calculation. 
The result is an ensemble of conformers which can be inspected 
or filtered for further calculations. Moreover, constrained con-
formation searches can be performed, for example for transition 
states. To do so, CREST requires a specific input file which 
specifies the constraints as well as the unconstrained atoms. 
While it would be time-consuming and error-prone to create this 
file manually, CalcUS makes that process much faster: as with 
constrained optimizations, only the constrained distances/an-
gles/dihedrals need to be specified.  

4) NMR calculations can be useful for structure assignation 
and mechanistic studies.5 One challenge that render the process 
cumbersome is that QM software provide unique isotropic val-
ues for each atom of interest, while there are usually numerous 
chemically equivalent atoms. The values of these atoms need to 
be averaged to compare to the actual experimentally obtained 
chemical shift values. This step is done automatically by Cal-
cUS, using Morgan's algorithm45 for the identification of chem-
ically-equivalent atoms, saving time to the user. Furthermore, 
the computed isotropic values are not directly related to the ex-
perimental chemical shifts; they must be corrected using regres-
sion parameters (available for many theory models5,46–48). This 
correction can be performed directly in the interface by speci-
fying the appropriate parameters. 

 
FUTURE DEVELOPMENT AND PUBLIC CONTRIBUTIONS 

While the CalcUS platform currently contains a selected set 
of tools for computational chemistry, it also constitutes a solid 
foundation for developers to expand on. Through the use of a 
user-friendly web interface and a stable virtual environment, it 
constitutes a convenient way to distribute software packages in 
a "plug-and-play" fashion. Indeed, any required configuration 
or dependency can be automated through Docker. This greatly 
reduces the friction that a user might encounter when trying new 
software packages for the first time. We aim to constantly im-
prove the usefulness of CalcUS for the scientific community, 
especially with the help of the latter. Consequently, while it is 
possible to copy the code and perform modifications on local 
versions, we encourage users to submit improvements on the 
Github repository.  

 
CONCLUSION 

We introduced CalcUS, an open-source project aiming to 
make computational chemistry more accessible as well as to 
save time to more experienced practitioners. It reduces the cog-
nitive load through multiple convenient features and automated 
processes. We propose CalcUS as a tool in itself, but also as a 
means of simplifying the use of new software packages and al-
gorithms. For developers, this means a greater accessibility to 
their tool and more visibility. For end-users, it will result in a 
seamless integration of state-of-the-art modelling tools into 
their workflow. 

SOFTWARE AVAILABILITY  
CalcUS is freely available under the GPL-v3 license on Github: 
https://github.com/cyllab/CalcUS. The repository contains or links 
to all relevant documentation. 
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