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Abstract

There is significant interest in establishing a capability for tailored synthesis of next-
generation carbon-based nanomaterials due to their broad range of applications and high degree
of tunability. High pressure (e.g. shockwave-driven) synthesis holds promise as an effective
discovery method, but experimental challenges preclude elucidating the processes governing
nanocarbon production from carbon-rich precursors that could otherwise guide efforts through
the prohibitively expansive design space. Here we report findings from large scale atomistically-
resolved simulations of carbon condensation from C/O mixtures subjected to extreme pressures
and temperatures, made possible by machine-learned reactive interatomic potentials. We find
that liquid nanocarbon formation follows classical growth kinetics driven by Ostwald ripening
(i.e. growth of large clusters at the expense of shrinking small ones) and obeys dynamical
scaling in a process mediated by carbon chemistry in the surrounding reactive fluid. The results
provide direct insight into carbon condensation in a representative system and pave the way
for its exploration in higher complexity organic materials. They also suggest that simulations
using machine-learned interatomic potentials could eventually be employed as in-silico design
tools for new nanomaterials.
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1 Introduction

Carbon exhibits a remarkable propensity for
forming nanomaterials with unusual physical and
chemical properties arising from its ability to
engage in different covalent bonding states.1–4

Many of these “next-generation” nanomaterials,
which include nanodiamonds, nanographite,
amorphous nanocarbon, nano-onions etc., are
currently being studied for possible applications
spanning quantum computing to bio-imaging,1
and ongoing research suggests that high-pressure
synthesis could lead to the discovery and possibly
the tailored design of many more. Both laser-
driven shock5,6 and detonation experiments3,7,8

can be used to drive carbon-rich materials to
the 1000s of K and 10s of GPa conditions under
which complex processes lead to the formation
of 2-10 nm nanocarbons within 100s of nanosec-
onds. However, the precise chemical and phys-
ical phenomena governing nanocarbon forma-
tion under elevated pressure and temperature
largely remain terra incognita, due in part to the
formidable challenges associated with studying
systems at such extreme states. Recent experi-
ments on nanodiamond production from hydro-
carbons subjected to conditions similar with
those of planetary interiors5 offer some clues on
possible carbon condensation mechanisms, but
the landscape of systems and conditions under
which intense compression could yield interesting
nanomaterials is too vast to be explored using
experiments alone.

Atomistic simulations can be leveraged to
provide insight into the fundamental processes
controlling formation of nanocarbon materials,
and could also serve as a design tool to help
guide experimental efforts. However, the asso-
ciated temporal and spatial scales are inacces-
sible to highly-predictive first-principles based
approaches, e.g. Kohn-Sham Density Func-
tional Theory (DFT), while molecular mechanics
models applicable to materials exposed to
extreme temperatures and pressures are quite
scarce. Recently, we proposed a new machine-
learned interatomic model and modeling paradigm,
the Chebyshev Interaction Model for Efficient
Simulations (ChIMES),9–15 which is capable

of retaining “quantum accuracy” while main-
taining the computational efficiency of a molec-
ular mechanics approach.

In this paper we significantly advance the
modeling effort initiated in ref. 6 by performing
an in-depth investigation of carbon condensation
(precipitation) in oxygen deficient C/O mixtures
at high pressures and temperatures. To this end,
we leveraged the ChIMES framework to both
substantially extend the simulations of Ref. 6

and perform new simulations at different C/O
ratios. C/O systems are often employed in prac-
tical applications and are excellent candidates for
uncovering the essential features of this complex
process due to their relative simplicity. For
example, carbon monoxide (CO) has been used
for carbon nanotube production under ambient
to slightly elevated pressures, and explored as
a precursor for other nanocarbon materials,16–18

while shock compression of liquid CO to 10s
of GPa has yielded convincing evidence of
nanocarbon formation.6,19 Furthermore, C/O
systems serve as a logical stepping stone to the
CNO (and CHNO) organic compounds tradition-
ally employed for high-pressure nanodiamond
synthesis (e.g. benzotrifuroxan, C6N6O6),8 or
those recently shown to yield carbon nano-onions
(e.g. bis(nitrofurazano)furazan, C6N8O8).7

Carbon condensation in organic systems
subject to high temperatures and pressures is
clearly a non-equilibrium process akin to phase
separation in mixtures quenched from a homoge-
nous phase into a two-phase region,20,21 yet this
connection has only been partially explored;22–24

notably, phase separation concepts remain very
relevant for nanoparticle synthesis.25 Chemical
bonding adds a new dimension to the clas-
sical problem of segregation kinetics and can
generate interesting and consequential features,
e.g., by introducing length scales that determine
system morphology.26 Atomistic modeling could
help elucidate such problems but the research
remains in its infancy, with applications to
carbon precipitation nearly nonexistent. Herein
we leverage the machine-learned ChIMES reac-
tive interatomic potential framework to simu-
late carbon-rich C/O mixtures and address open
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questions surrounding formation of nanocarbon
from highly compressed organic materials, e.g.:

• What is the role of chemistry during
carbon condensation?

• How do carbon clusters evolve, both
structurally and chemically, and what is
their growth mechanism?

• How does overall system composition
influence carbon cluster formation?

Our results provide an atomistically-resolved
view of carbon clustering in a condensed phase
reactive system and make possible for the first
time a comprehensive analysis of this process,
thereby opening new investigative avenues that
could lead to in-silico design of next-generation
nanomaterials.

2 Methods

Unless otherwise stated, simulations were
performed in the NV T ensemble at 6500 K
and 2.5 g/cm3. These conditions approxi-
mately correspond to the Hugoniot state point
achieved by a 7 km/s shock into cryogenic liquid
CO, thereby mimicking the classic experiments
of Nellis and coworkers19 that first suggested
carbon precipitation from a shocked organic
liquid. Simulations were initialized as a fluid
of randomly packed CO and CO2 molecules at
a ratio yielding the target C/O composition,
and allowed to relax for 10 ps at ' 100 K to
reduce unfavorable close contact due to packing;
velocities were then rescaled yielding a system
temperature of 6500 K. We note that system
initialization protocols have a negligible influ-
ence on simulation predictions for this work
due to the rapid dynamics occurring under such
elevated temperatures. For example, results
from exploratory simulations initialized as a
system of randomly packed C and O atoms
and those from exploratory simulations initial-
ized from equilibrated DFT-MD simulations at
6500 K and 2.5 g/cm3 were statistically indis-
tinguishable. All simulations were run using
the LAMMPS27 software suite, and interatomic

interactions were evaluated using the ChIMES
interatomic potential.12 These models, which are
machine-learned to Kohn–Sham density func-
tional theory28 (DFT), are capable of yielding
“quantum accurate” predictions for structure,
dynamics, and speciation, provide several-orders-
of-magnitude increases in efficiency over first
principles methods, and exhibit computational
efficiency that scales linearly with system size.
A detailed description and validation of the
ChIMES model for this system is available in ref.
12. We note that the ChIMES model utilized
herein, a library for computing ChIMES interac-
tions, and source code necessary for its use within
LAMMPS is available in ref. 29.

In this work, carbon condensates are defined
as any set of carbon atoms containing at
least 10 members, instantaneously separated
by no more than rCC = 1.9 Å from their
nearest neighbor within a candidate cluster (with
rCC corresponding to the location of the first
minimum of the C—C radial pair distribution
function, RDF). For clusters containing both
atom types, oxygen atoms within rCO = 1.8 Å
of a cluster carbon were also counted, with
rCO taken as the location of the first minimum
of the corresponding RDF. While the choice
of clustering criteria may have some effect on
predictions, e.g. on cluster radii, we note
that our overall analysis and conclusions remain
unchanged.

3 Results

Carbon condensation predictions from atom-
istic simulations are vulnerable to finite size
effects,12,30 since precipitation progresses through
formation and evolution of a well-defined nano-
sized carbon cluster population. As shown in
Figure 1, simulations for 5 systems sizes span-
ning 4 orders of magnitude (i.e. ⇡ 1.25⇥ 10

2 to
1.25 ⇥ 10

6 atoms) were investigated to quantify
the extent of such effects. We summarize salient
findings here, noting that further discussion is
available in the Supporting Information. All
systems containing more than ⇡ 1.25⇥10

2 atoms
yielded at least one cluster, though clusters did

3



5 nm

1.25 × 102 Atoms
(1.1 nm, 0 Clusters)

1.25 × 103 Atoms
(2.3 nm, 1 Cluster)

1.25 × 104 Atoms
(4.9 nm, 4 Clusters)

1.25 × 105 Atoms
(11 nm, 16 Clusters)

1.25 × 106 Atoms
(23 nm, 170 Clusters)

(i)
t ≈ 3 ps

(ii)
t ≈ 5 ps

(iii)
t ≈ 50 ps

(iv)
t ≈ 250 ps

C151O87 C298O125 C428O84 C3638O346

Figure 1: Top: snapshots for systems containing ⇡ 1.25 ⇥ 10
2, 1.25 ⇥ 10

3, 1.25 ⇥ 10
4, 1.25 ⇥ 10

5,
and 1.25⇥ 10

6 atoms at 0.25 ns. Images are to scale, and for clarity, only show atoms participating
in cluster formation. Bottom: representative cluster growth timeline; a similar figure is included in
ref. 6.

not become morphologically and compositionally
similar until system sizes reached at least 1.25⇥
10

4 atoms. This is notable within the context
of recent studies of this system; ultra-fast laser-

driven shock experiments, which probe a target
system on similar scales (i.e. 1 µm and 10s to
100s of ps) have confirmed growth of nano-sized
carbon condensates within 50 ps.6 Conversely,
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recent DFT-MD simulations found only small
covalent species of C2nOn stoichiometry,30 with
n ⇡ 21. The discrepancy between the DFT-MD
result and those from the present simulations
(and available experiments) ultimately stems
from the high computational expense associated
with DFT, which limits system scales to O 100
atoms and 10s of ps. Increasing system size in
the current simulations has the primary effect of
increasing the range of observed cluster dimen-
sions. As expected, late time cluster growth
is significantly impacted by system size; never-
theless, the average cluster radii and qualitative
behavior are consistent across all systems with
� 1.25⇥ 10

4 atoms.
To determine how system composition

impacts condensate formation, systems with
eight C:O ratios were investigated in addition
to the 1:1 C:O system described above. The
initial compositions of these systems ranged from
95/5, to 25/75% CO/CO2 and, as discussed in
the Supporting Information, carbon clusters were
found to form within 25 ps in each of them.
We focus here on the 100% CO and 80/20%
CO/CO2 systems, which we henceforth distin-
guish by their respective C:O ratios, i.e. 1:1 and
5:6. We note that, in contrast to the 1:1 case,
cluster morphology, composition, and formation
kinetics for the 5:6 C:O system were largely unaf-
fected by system size, provided � 1.25 ⇥ 10

4

atoms were used. For the remainder of this work,
simulation results for the 1:1 system will corre-
spond to a single 500 ps simulation of 1.25⇥ 10

6

atoms, whereas results for the 5:6 system are
an average over 4 independent 250 ps simula-
tions of 1.25⇥ 10

5 atoms; when results are being
compared between the 1:1 and 5:6 cases, data
for both concentrations correspond to the latter
simulation protocol, unless otherwise stated. We
note that 5:6 C:O simulations were run at 6500
K and 2.46 g/cm3, yielding the same initial pres-
sure as the 1:1 C:O simulation at 6500 K and
2.5 g/cm3.

3.1 Cluster Evolution

Figure 1 provides snapshots of representative
carbon clusters during a typical growth progres-

sion, suggesting a few notable features of their
evolution. At early time (Figure 1.i), small
extended polymeric fragments are observed, typi-
cally showing C2nOn stoichiometry, consistent
with previous, small-scale DFT studies.30 As
time passes (Figures 1.ii and 1.iii), the clus-
ters become more compact, begin to densify
and expel interior oxygen, leading to the forma-
tion of large spherical liquid carbon droplets,
with oxygen atoms located primarily on their
surface (Figure 1.iv). Final snapshots for cluster-
containing systems (i.e Figure 1), suggest that
smaller clusters are morphologically distinct from
their larger counterparts, and increasing system
size leads to a broader cluster size distribution.

A quantitative picture of cluster evolution
is provided in Figure 2, which shows reduced
average radial density profiles, ⇢(r/Rg), for
the 1:1 system cluster population, along with
time resolved average cluster radii of gyration
Rg (i.e. the average distance between cluster
carbon atoms and cluster carbon center of
mass). Note that plotted radii and density
profiles correspond to hyperbolic tangent fits
to each histogrammed ⇢(r/Rg) of the form:

⇢ = 0.5⇢0

⇢
1� tanh

h
w0

�1
�
r/Rg � d0

�i�
, with

w0 = w/Rg and d0 = d/Rg, where ⇢0 is the
density in the center of the cluster, w is the
interfacial width, and d is the distance from the
cluster centroid to the interface. (We note that
the interface location - d - is a suitable measure
for the cluster size, but it is numerically more
difficult to determine precisely for individual
clusters than Rg, which we employ below).

For clarity, the present analysis considers
only carbon atoms within a cluster; since oxygen
is located almost exclusively at the exterior
in mature clusters, this choice has minimal
influence on late time results. These profiles
indicate a transition from extended, low-density
clusters at early time to clusters with an
interior density of approximately 3 g/cm3. At
the same time, the cluster interface steepens
considerably, with the interfacial width, w,
decreasing from approximately 2.50 to a stable
value of '1.25 Å over 50 ps. Early time
density profile curves correspond to clusters
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Figure 2: Top: Reduced radial density profiles,
⇢(r/Rg), and time-resolved average radius of
gyration (inset), hRgi, for the 1:1 C:O system.
Plotted radii and density profiles correspond to
hyperbolic tangent fits to each histogrammed
⇢(r/Rg). The black dashed curve gives the
profile at 500 ps and the shaded region in
the hRgi inset figures gives the maximum and
minimum observed Rg at each time block, while
the orange line gives the average value. Bottom:
Radial atomic fraction of carbon (fC, solid lines)
and oxygen enrichment (fO/fC, dashed lines)
emanating from cluster centroids. The color bars
provide the corresponding time range for each
line, in ps, unless otherwise specified.

such as those in Figures 1.i, which exhibit
approximately C2nOn stoichiometry and appear
to be of covalent nature (note that our models
do not explicitly treat bonding as is common
in molecular mechanics formalisms), whereas
late clusters (Figures 1.iv) are best described
as liquid carbon droplets. As shown in Fig. 2
(inset) the average cluster radius Rg increases

with time, with the largest clusters reaching
sizes of a few nanometers. Additional radial
density profiles and average radii of gyration
for different C:O ratios are available in the
Supporting Information. In general, we find that
cluster structural evolution is mostly uncoupled
from system composition.

Cluster chemical composition evolution is a
crucial aspect of the carbon precipitation and
growth kinetics. Time resolved, radial atomic
fractions emanating from cluster centroids are
given in Figure 2. Note that these curves
are obtained by considering all atoms in the
system within r/Rg of a given cluster centroid.
We find that at early times cluster interiors
(i.e r/Rg < 1) have a sizable oxygen content,
with values as large as 20%. As time
progresses, oxygen migrates to the exterior,
resulting in essentially pure liquid carbon
droplets, surrounded by carbon depletion and
oxygen enrichment layers (see Figure 2) with
approximate CO2 stoichiometry. The amount of
oxygen within the growing clusters appears to
decay exponentially in time, with a relaxation
time constant of ' 5 ps (see Supporting
Information). A similar analysis of the 5:6 C:O
system (see Supporting Information) shows that
the overall C:O ratio has little qualitative effect
on the cluster evolution, indicating that under
these conditions the densification and oxygen
elimination processes are not very sensitive to
system stoichiometry. As the average cluster
composition stabilizes, so does the makeup of
the reactive fluid that the clusters are immersed
in; time-resolved molecular speciation, shows
that this is chiefly comprised of CO2, CO, and
free oxygen atoms at late times (see Supporting
Information).

The total cluster volume fraction, hfv,clui,
calculated from individual cluster radii of
gyration, exhibits behavior characteristic of
precipitation from a supersaturated solution,
with an initial delay followed by step-like growth
and rapid leveling off to a value dependent on the
system composition. The delay is slightly longer
in the 5:6 system relative to the 1:1 case, likely
due to the lower initial carbon “supersaturation”,
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while the final condensed carbon volume fraction
is smaller. It is worth noting that the observed
“supersaturation” dependence of the delay is
consistent with classical nucleation effects in
mixtures,31 which determine the persistence of
an initial metastable, single fluid phase in a two-
phase region.

As already noted in ref. 6, the volume
fraction for the 1:1 system at ' 50 ps ('
8 %) agrees with experimental results for CO
compressed on time scales of 100s of ps
to thermodynamic conditions similar to these
simulations, and with chemical equilibrium
calculations that predict the end state of the
system .6 Figure 3 indicates that the transition
to near constant total cluster volume fraction
coincides with a maximum in the number
of clusters present in the system for both
systems discussed here (1:1 and 5:6 C:O ratios),
suggesting that the later time evolution is
dominated by coarsening kinetics.
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Figure 3: Natural log of the average number of
clusters, ln

�
hnclui

�
, and average cluster volume

fraction, hfv,clui in the 1:1 and 5:6 CO systems.

3.2 Growth kinetics

We quantify cluster growth kinetics through
analysis of the average cluster radius hRgi as a
function of time. Figure 4(left) shows that at late
times both systems (i.e. 1:1 and 5:6 C:O) exhibit
linear growth in the average cluster volume,
hRgi

3 vs t, i.e. hRgi / t
1
3 . This behavior is

consistent with coarsening via Ostwald ripening

(i.e. evaporation - condensation or dissolution -
re-deposition mechanism), described by Lifshitz,
Slyozov and Wagner (LSW),32–34 in which diffu-
sional mass transfer occurs between the clus-
ters, with clusters smaller than the average size
shrinking and the larger ones growing. The
present results thus establish the relevance of
LSW phenomenology for carbon condensation in
a high pressure - high temperature chemically
reactive environment1. Hydrodynamic effects are
known to determine fluid phase separations at
large, ⇡ 0.5 volume fractions of the minority
phase (here carbon);35 for intermediate values,
direct cluster coagulation (Brownian aggrega-
tion) is expected to yield volume fraction-
dependent growth,35,36 which is believed to be
dominant in detonation-driven carbon condensa-
tion on long (O 100s ns) time scales.22,23,37 Such
scales are beyond the practical reach of our atom-
istic simulations. Nevertheless, we note that the
LSW mechanism identified here plays a crucial
role in cluster coagulation by inducing composi-
tion correlations between neighbouring clusters
which drive their direct aggregation;38 a possible
example is in ref. 37.

Coarsening in phase separating systems is
known to exhibit dynamical scaling, character-
ized by a time-invariant cluster population when
scaled by the average cluster size.20,21 We find
that the carbon cluster size distribution in the
current simulations is largely self-similar, and
compares well with the original LSW distribu-
tion32 (see Figure 4). Note that differences
are likely due to volume fraction effects.34 This
further suggests that cluster growth through
atomic diffusive flux is indeed the leading coars-
ening mechanism. However, we note that in the
present system the mass transfer process is more
complex than in classical fluid or solid solutions,
in which minority phase atoms “evaporate” from
smaller clusters, diffuse through the surrounding
solvent matrix and “condense” on larger clusters.
In particular, the carbon clusters are immersed in
a reactive fluid primarily composed of CO2, CO,

1An important feature of the LSW mechanism is that
the average cluster size is the current critical nucleus size
for the system. This interpretation is likely valid for the
present case as well; the idea was employed in ref. 24
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6 atom 1:1 C:O system. The cluster size distribution
predicted by LSW theory is given by the solid black line.

and O with virtually no free C atoms. Given
the properties of the oxygen-rich cluster surface
layer (see Fig. 2) and the make-up of the reac-
tive fluid, carbon transfer between the clusters
appears to principally involve the reactions Cn+

CO2 $ Cn�1 +2CO and Cn +O $ Cn�1 +CO,
proceeding predominantly forward for small clus-
ters and backward for larger ones, with CO and
CO2 being the main carbon carriers between
the clusters. We illustrate this atomic-level
“hitchhiking” process in Figure 5, which shows
the chemical bonding environments of a single
carbon atom as it travels from one cluster to
another. As can be seen in the figure (and corre-
sponding Supporting Information movie), the
carbon atom shuttling between clusters reacts
throughout its journey, associating with different
oxygen atoms along the way to form CO and CO2
molecules. This chemical picture likely becomes
much more complex for organic systems that
also contain nitrogen and/or hydrogen. Subse-
quent system quenching to lower pressures and
temperatures (e.g. occurring in the wake of a
shockwave) will have significant impact on the
carbon condensation process, both through the
phase transformation of the carbon nanodroplets
to other carbon nanoallotropes, e.g. nanodia-
mond, and possible inhibition of chemical reac-

tions between the clusters and the surrounding
reactive fluid. These effects will play an impor-
tant role in determining the properties of clusters
that are ultimately recovered from experiments.
Simulation studies of this quenching process will
be the subject of future investigations.

4 Discussion

We have presented atomistic simulations of
chemistry-coupled carbon condensation and an
in-depth analysis addressing long standing ques-
tions related to high pressure nanocarbon
synthesis in organic systems. We find that this
process can be suppressed by small system sizes,
e.g. hundreds of atoms typically accessible to
DFT-based methods, and that much larger simu-
lations are needed to capture its physicochemical
features. Our simulations have yielded a compre-
hensive picture of carbon cluster evolution in
carbon-rich C:O systems at extreme conditions,
which is surprisingly similar with canonical phase
separation in fluid mixtures, but also exhibits
unique features typical of reactive systems. At
early times extended, polymeric seed clusters of
approximate C2nOn composition form rapidly as
excess carbon precipitates out of the “supersatu-
rated” solution. At the next stage, these clusters
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Figure 5: Reactive transport trajectory of a single carbon atom (black) from a small (lower left) to
a relatively larger cluster (upper right). Large transparent blobs provide the approximate cluster
carbon isosurface in a single frame, and oxygen atoms bonded to the carbon atom during transport
are colored in red. For visual clarity, only a handful of frames showing the tracked carbon atom
(and oxygen atoms bonded to it) have been rendered opaquely. A movie of this process is available
in the Supporting Information.

densify by expelling interior oxygen and become
spherical, ultimately exhibiting purely molten-
carbon interiors and oxygen-decorated exteriors.
Clusters occupy ' 8% of system volume in the
1:1 C:O system, and possess interior densities of
3 g/cm3, typical of liquid carbon.

Their growth on hundreds of picoseconds
time-scales occurs mainly through Ostwald
ripening and generates cluster populations that
obey dynamical scaling. However, in contrast
to the classical picture prevailing in simple
solid or fluid mixtures, inter-cluster carbon
diffusive transport is chemistry-mediated and
may perhaps be described as atomic “hitchhiking”

via chemical bonding. These features are likely
to play an important role in predicting and
possibly controlling the condensation process and
properties of resulting nanocarbon particles. The
present simulation approach can be extended
to CNO15 and CHNO systems, and could
eventually be leveraged as an in-silico material
design tool, substantially lowering experimental
barriers associated with creating and refining
carbon nanoallotrope synthesis protocols.
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1 Chemical Evolution of the Reactive

Fluid

Here we provide an overview of the chemical evo-
lution occurring in the reactive fluid during the
appearance and growth of the carbon clusters.
As shown in the top plot of Figure 1, the fluid
surrounding the clusters is comprised of a vari-
ety of small species, though only CO, CO2, and
O are present in notable quantities. The bottom
plot of Figure 1 indicates that these small species
account for approximately 20% of all carbon in
the system, at any given time. The remaining
carbon is distributed between clusters, i.e. any
set of carbon atoms containing at least 10 mem-
bers separated by no more than rCC = 1.9 Å
and “poly” material, i.e. species that are neither
nominal clusters nor the small molecules men-
tioned above. We note that at early times this
“poly” material encompasses the polymeric frag-
ments which are precursors to the first carbon
clusters, while at late times it contains the rem-
nants of clusters that have been consumed via
Ostwald ripening.

2 Oxygen Elimination Kinetics

As noted in the main manuscript, an important
part of the cluster evolution is the elimination of
interior oxygen; Figure 2 provides an overview
of this carbon cluster purification kinetics. The
top plot shows a spatially-resolved view of the
oxygen content averaged over all the clusters, in-
dicating that initially, oxygen is fairly abundant
and largely uniformly distributed. As time pro-
gresses, oxygen is found to migrate to cluster ex-
teriors (i.e. larger r/hRGi values). The apparent
concomitant oxygen localization at cluster inte-
riors shown in Figure 2 before ' 10 ps likely
arises from small clusters merging via direct con-
tact (aggregation).

We quantified the elimination kinetics by plot-
ting the amount of oxygen in all clusters larger
than the average r/hRGi (i.e. clusters growing
via Ostwald ripening), divided by the total num-
ber of atoms in these clusters, as a function of
time (Figure 2, bottom). The resulting data is
well described by a simple exponential relaxation
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Figure 1: Top: Instantaneous relative mole fractions

of small species found in the 1.25 ⇥ 106 atom 1:1 C:O

system. Bottom: Fraction of carbon in the 1.25 ⇥ 106

atom 1:1 C:O system contained in small species, clusters,

and “poly” species of intermediate size (i.e. 2 < nC < 10).

model (x = a0 + a1e�a2t, where a0 = 0.0078, a1 =
0.18, and a2 = 0.22); this indicates that the
growing clusters likely contain a small fraction
of impurity oxygen (i.e. <1%), suggesting non-
zero solubility of oxygen in liquid carbon at these
conditions.

3 Ostwald Ripening Kinetics: Finite

Size Effects

Figure 3, shows that each system with more than
⇡ 1.25 ⇥ 10

3 follows the classical cluster growth
trend discussed in the main text (i.e. linear in-
crease in hRgi3 with time). In the three larger
systems, we observe two distinct regimes, dis-
tinguished by the inflection point at t ⇡ 5 ps
separating initial appearance and growth stages,
whereas for the smallest cluster-containing sys-
tem (⇡ 1.25⇥ 10

3 atoms), three regimes emerge.
The final flat linear portion of the latter data
set is attributed to system size effects, where for-
mation of a single cluster and ensuing growth
saturation is observed. Linear fits to the data in-
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Figure 2: Top: Time resolved location and atomic frac-

tion of oxygen averaged over all clusters. Bottom: Oxy-

gen elimination kinetics for growing clusters (see text).

dicate that growth kinetics are consistent for the
larger systems.

We note that the classical growth kinetics
observed for the present system enables predic-
tion of hRgi as a function of time, and compar-
isons with carbon recovery experiments. For ex-
ample, our recent UF laser-drive shock experi-
ments on CO yielded amorphous carbon clusters
of r = 2.5–15 nm,1 suggesting onset quenching
times of ⇡ 1–2 ns, in agreement with the experi-
mental time scales.
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Figure 3: Cubed average radius of gyration, hR3
gi, as a

function of time for systems containing 1.25⇥ 103, 1.25⇥
104, 1.25⇥105, and 1.25⇥106 atoms. Dashed lines provide

linear fits to either t = 0 to 5 ps or t = 5 to 250 ps and

are only intended to serve as a guide to the eye.

4 Cluster Evolution: Finite Size

Effects

We provide the average cluster reduced radial
density profiles, ⇢(r/Rg) and radii of gyration,
Rg in Figure 4, for each system with at least
1.25 ⇥ 10

3 atoms. We note that, for clarity, the
present analysis considers only carbon atoms within
a cluster; since oxygen is located exclusively at
the exterior in mature clusters, this assumption
has minimal influence on later-time results. In
order to generate a given reduced radial density
profile, a radial density profile was computed for
each relevant cluster. A ⇢(r/Rg) histogram was
then constructed by binning each density profile
according to r/Rg. For clarity, the results pre-
sented herein correspond to hyperbolic tangent
fits to each histogrammed ⇢(r/Rg).

For all system sizes, average cluster profiles -
Figures 4 - transition from extended, low-density
curves at early time to curves indicating an in-
terior density of approximately 3 g/cm3, with a
steep cluster interface. We also find that in all
but the 1.25 ⇥ 10

3 system, which forms a single
cluster, average cluster radius of gyration, hRgi
and minimum radius of gyration, Rg,min values
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Figure 4: Reduced radial density profiles, ⇢(r/Rg), and

time-resolved average radius of gyration (inset), hRgi, for
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are consistent, with the former value increasing
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atoms.

from approximately 0.4 to 1.0 nm in the first
0.25 ps; Rg,max values increase with system size.

5 System Evolution Kinetics: Finite

Size Effects

Here we investigate the effects of system size on
emergent system kinetics through time-resolved
analysis of i. percentage of system carbon partic-
ipating in cluster formation, h%Csys,clui, ii. total
cluster volume fraction, hfv,clui, and iii. total
number of clusters present in the system, hnclui
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(note that hfv,clui is computed based on cluster
Rg values). The results shown in Figure 5 indi-
cate that the evolution trends for each quantity
are similar for different system sizes and consis-
tent with Ostwald ripening evolution, and that
the number of clusters is most severely affected
by finite size effects. The late times values for the
percentage of participating carbon and total vol-
ume fraction of clusters are in agreement for all
systems, and appear to converge as the system
size is increased.

6 System Evolution Kinetics:

Composition Effects

Atomic composition plays a key role in deter-
mining carbon clustering kinetics. For exam-
ple, energetic materials with different oxygen bal-
ance generally exhibit detonation properties dif-
ferences that can be attributed in part to dis-
tinct carbon condensation effects. As noted in
the main text, introducing a third (and possi-
bly forth) atom type in our current modeling
paradigm should make such simulation studies
possible. As a stepping stone to these future ef-
forts we investigate the effects of decreasing the
C:O ratio (from 1:1) on the carbon precipita-
tion kinetics. We note that astrophysical studies
have suggested that the C:O ratio of both rocky
planets and their stars (i.e. under extreme tem-
perature and pressure) is critical for determining
overall mineralogy.2

The present studies were conducted for sys-
tems of ⇡ 1.25⇥ 10

4 atoms containing 5, 10, 15,
30, 40, 50, and 75% CO2, and the balance CO.
(CO2% and CO as utilized here strictly refer to
initial concentrations.) Each of these simulations
were conducted at 6500 K and the density deter-
mined to yield the same initial pressure as the
0% CO2 simulations discussed in the main text.
Although the system size is relatively small, fi-
nite size effects are generally less significant in
systems with greater oxygen concentration (less
excess carbon). We note that no cluster forma-
tion was observed over 0.25 ns for systems with
CO2 � 50%.

Figure 6 shows radial composition in the 5:6

C:O system. Cluster chemical evolution proceeds
in close similarity with the 1:1 C:O case described
in the main text, with early time clusters exhibit-
ing approximately 20% oxygen-containing interi-
ors, and purifying to nearly neat carbon interiors
at late time. The 5:6 system also exhibits for-
mation of an oxygen enrichment surface layer,
which narrows (relative to the cluster radius) as
the cluster matures. The primary difference com-
pared with the 1:1 system is the C/O fractional
composition at large r/Rg.
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Figure 6: Radial atomic fraction of carbon (solid
lines) and oxygen (dashed lines) emanating from
cluster centroids, in the 5:6 C:O system. The
color bars provide the corresponding time range
for each line,.

As shown in Figure 7, maximum values of
h%Csys,clui (and hfv,clui) are found to decrease
as initial CO2 content is increased from 0 to 40%
(C:O ratio decreased from 1:1 to 1:1.4 ), leveling
off at approximately 57% (9%) and 45%(5%), re-
spectively. Systems containing less carbon were
found to produce fewer clusters, and to undergo
slower kinetics (see Figure 8) during the first
⇡ 50 ps, likely due to nucleation effects. At later
times, minimal differences in the evolution of av-
erage, minimum, and maximum RG are observed,
as expected for Ostwald ripening kinetics, with
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age of system carbon participating in cluster for-
mation, h%Csys,clui, average cluster volume frac-
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the exception of the CO2 = 40 % case, where a
single cluster is formed.
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