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Abstract: The independent gradient model (IGM) originally proposed in Phys. Chem. Chem. Phys., 

19, 17928 (2017) has been increasingly popular in visual analysis of intramolecular and 

intermolecular interactions in recent years, and it has many clear advantages over the widely 

employed noncovalent interaction (NCI) method, such as intrafragment and interfragment 

interactions can be elegantly isolated and thus separately studied, the isosurfaces are smoother and 

less jaggy. However, we frequently observed that there is an evident shortcoming of IGM map in 

graphically studying weak interactions, that is its isosurfaces are usually too bulgy; in these cases, 

not only the graphical effect is poor, but also the color on some areas on the isosurfaces is 

inappropriate and may lead to erroneous analysis conclusions. In addition, the IGM method was 

originally proposed based on promolecular density, which is quite crude and does not take actual 

electronic structure into account. In this article, we first present a detailed overview of the IGM 

analysis, and then propose our new variant of IGM, namely IGM based on Hirshfeld partition of 

molecular density (IGMH), which replaces the free-state atomic densities involved in the IGM 

method with the atomic densities derived by Hirshfeld partition of actual molecular electron density. 

This change makes IGM have more rigorous physical background. In addition, we describe some 

indices defined on the top of IGM or IGMH framework to quantify contributions from various atoms 

or atom pairs to interaction between specific fragments. A large number of application examples in 

this article, including molecular and periodic systems, weak and chemical bond interactions, fully 

demonstrate the important value of IGMH in intuitively understanding interactions in chemical 

systems. Comparisons also showed that the IGMH usually has markedly better graphical effect than 

IGM and overcomes known problems in IGM. Currently IGMH analysis has been efficiently 

supported in our freely available and user-friendly wavefunction analysis code Multiwfn 

(http://sobereva.com/multiwfn), and a detailed tutorial is presented. We hope that IGMH will 

become a new popular method among chemists for exploring interactions in wide variety of 

chemical systems. 
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1. Introduction 

The non-covalent interaction (NCI) method proposed by Yang and coworkers in 2010 is a very 

powerful visual analysis technique for weak interactions in chemical systems.[1] It employs 

isosurfaces of reduced density gradient (RDG) to graphically reveal main occurrence regions of 

weak interactions, and distinguishes the interaction types by the colors corresponding to the values 

of mapped function sign(2) on the isosurfaces. Due to the great universality and convenience of 

the NCI method, it has been extensively employed by chemists in theoretical researches of weak 

interactions for a wide kinds of systems, such as intramolecular hydrogen-bond,[2, 3] intermolecular 

- stacking,[4] interaction of metal cation with atomic cluster,[5] ligand-protein binding,[6] 

interactions in molecular crystal,[7] and so on. It is noteworthy that recently, we extended idea of 

NCI and proposed interaction region indicator (IRI) method,[8] which is not only able to faithfully 

reveal weak interactions like NCI, but also able to simultaneously clearly unveil various chemical 

bond interactions. 

In 2017, Hénon et al. proposed the independent gradient model (IGM) method, which has some 

degree of similarity with NCI. In IGM analysis, interaction regions of different strengths are 

exhibited by isosurfaces of g function with different values, and sign(2) is also employed as the 

mapped function to visually distinguish interaction types. In our viewpoint, the key advantage of 

IGM over NCI and IRI is that intrafragment and interfragment interactions can be revealed 

individually by gintra and ginter functions, respectively, and the fragments involved in the analysis 

can be defined arbitrarily by researchers according to their practical requirement. This feature makes 

IGM analysis quite flexible and convenient, since one can focus on studying interactions of their 

real interest without interference from others. In 2018, the IGM method has been supported by 

Multiwfn since version 3.5,[7] which is a popular wavefunction analysis code developed by us. 

Another available IGM analysis code is the IGMplot developed by Hénon group.[9] Due to the 

unique value of IGM analysis and the publicly accessible calculation codes, IGM has attracted 

increasing attentions from researchers in recent years. So far, more than 160 research articles using 

Multiwfn to conduct IGM analysis have been published, see Refs. [10-25] for some examples. 

During our extensive use of IGM method and according to feedbacks from users of our code, 

we noticed an evident issue in IGM method, that is, in many cases the isosurfaces of g (or gintra 

and ginter) function are too bulgy. In these cases not only the graphical effect of IGM map is poor, 

but also the colors of mapped function sign(2) on the g isosurfaces may lead to erroneous 

analysis conclusions. This problem will be illustrated later in this article. In addition, the IGM 

method was initially defined based on the density constructed by superposition of free-state atomic 

densities, which is often known as promolecular density, or density under promolecular 

approximation; hence, IGM is in principle unable to reflect actual electronic structure like NCI or 

IRI, we believe this is another limitation of IGM. We note that Hénon et al. have proposed a variant 

of IGM defined explicitly based on electronic wavefunction using the so-called gradient-based 

partitioning,[26] however this form of IGM is significantly more complicated than the original one 

and only limited to single-determinant wavefunction, and the aforementioned issue of g isosurfaces 

is not eliminated. 

In this article, we will describe a new form of IGM recently defined by us, namely IGM based 

on Hirshfeld partition of molecular density (IGMH). Briefly speaking, IGMH replaces the free-state 
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atomic densities involved in the IGM method with atomic densities derived by Hirshfeld partition 

of actual molecular density. We will illustrate that IGMH displays conspicuously better graphical 

effect than IGM in many cases, not only the isosurfaces are easier to visually inspect, but also 

possible misleading conclusion on the interaction type could be fully avoided. Due to the appealing 

feature of IGMH, this method has already been employed in some researches by Multiwfn users[27-

31] since it was available in Multiwfn 3.7. Moreover, IGMH has a more rigorous physical basis than 

IGM, because it is defined on the top of actual molecular density rather than promolecular density, 

the latter one fully neglects electron transfer and polarization during formation of current system 

from isolated atoms. In addition, in order to raise the analysis to a quantitative level, in this article 

we will also describe atom g index, atom pair g index and their percentage contributions, which 

are defined based on the framework of IGM or IGMH and will be shown to be particularly useful. 

The rest of this article is organized as follows: In Section 2, we first present a clear and 

systematical overview of the original IGM method, so that readers can then easily understand how 

IGMH works. After that, we introduce our IGMH method and various related quantitative indices. 

The implementation and features of IGMH and IGM analyses in Multiwfn will be described in 

Section 3. In Section 4, we will provide rich application examples of IGMH to illustrate its practical 

value, and comparison will be made to exhibit advantage of IGMH over IGM and NCI. Finally, we 

summarize the whole article and make some remarks. 

2. Theory 

2.1 Overview of IGM method 

To quickly understand basic idea of IGM method, we first look at the simplest homonuclear 

diatomic molecule, hydrogen molecule. At equilibrium structure, the density distributions of the two 

atoms in their free-state along the molecular axis are shown in Fig. 1 (a), the sum of the two atomic 

densities corresponds to promolecular density, whose gradient (g) is exhibited by the black curve in 

Fig. 1 (b). From Fig. 1 (a) one can clearly find that the gradients of densities of the two atoms in the 

interatomic bonding region have opposite sign. For example, at the position of X=1.2 Å, the density 

gradient of H1 is negative, while that of H2 is positive. Therefore, in Fig. 1 (b), the contributions 

from the two atoms to g largely cancel with each other in the bonding region. Note that at the 

midpoint of the two hydrogens, g is exactly vanished, this position essentially corresponds to the 

bond critical point (BCP) in atoms-in-molecules (AIM) theory[32] under promolecular 

approximation. The gIGM in Fig. 1(b) denotes IGM type of density gradient, which is defined as the 

sum of absolute value of density gradient of each atom in their free-states; in other words, sign of 

gradients is ignored in the sum, and thus the density gradient originating from different atoms will 

not cancel with each other. Due to this feature, gIGM is upper limit of g, and may be understood as 

the density gradient of hypothetical non-interacting system. The g function is defined as the 

difference between gIGM and g, it is plotted as the blue curve in Fig. 1(b). It can be seen that g is 

relatively large in the interatomic interaction region, and reaches maximum at midpoint of the H-H 

bond. This distribution character of g obviously enables it to be utilized to reveal interaction 

regions like the RDG function in NCI analysis. For example, Fig. 1(b) shows that the dash line 

corresponding to Y = 0.2 has two intersections with the g curve in the H-H bonding region, so, this 

bonding region could be directly revealed by isosurface of g = 0.2 a.u. Based on this idea, IGM 
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analysis mainly employs isosurfaces of g and its variants to exhibit interactions in a chemical 

system. Note that it was found that the height of peak of g in an interatomic interaction region has 

a positive correlation with the interaction strength,[33] therefore g function is also useful in 

characterizing strength of different interactions. 

 

 

Fig. 1 Density curves along axis of hydrogen molecule at its equilibrium structure. (a) Free-state densities 

of the two hydrogen atoms (b) Gradient of promolecular density (g), IGM type of density gradient (gIGM), 

and their difference (g). The two arrows indicate the intersections between the dash line of Y=0.2 and 

g curve. 

 

For general, three-dimensional cases, g function can be expressed as 
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where r denotes Cartesian coordinate vector, i loops over all atoms. The 𝜌௜
୤୰ୣୣ stands for spherically 

averaged density of atom i in its free state. 

The g defined in Eq. (1) reveals all interatomic interactions in a system. The IGM method 

also defines ginter focusing on study of interfragment interactions 

inter IGM,inter inter( ) ( ) ( )g g g  r r r                    (3) 

in which ginter is magnitude of superposition of density gradient of all fragments, while gIGM,inter is 
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sum of magnitude of density gradient of all fragments, that is 
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where A loops over all fragments, and i loops all atoms in the corresponding fragment. It is 

noteworthy that in the original IGM method only the case of two fragments are considered, while 

we have generalized the expression of ginter and ginter,IGM to the above form so that their difference, 

ginter, can exhibit interaction between multiple fragments. In IGM analysis the fragments could be 

arbitrarily defined by researcher according to the character of the system under study and their 

practical research purpose. Finally, gintra is defined as complement of ginter for revealing 

intrafragment interactions 

intra inter( ) ( ) ( )g g g   r r r                        (5) 

ginter is found to be able to reasonably reveal interfragment interactions,[33] the reason is easy 

to understand from its definition. Its component ginter takes the sign cancellation effect between the 

density gradients of the studied fragments into consideration, while the another component gIGM,inter 

fully ignores the cancellation, obviously their difference should be able to reveal interactions 

between the fragments in their overlap regions. If interaction between two fragments is negligible, 

the ginter should be almost vanished everywhere. Since the distribution of g exhibits all interatomic 

interactions in the present system, if ginter is subtracted from g, the remaining part, namely gintra, 

is certainly able to reveal intrafragment interactions. 

In IGM analysis, isosurfaces of ginter and gintra are commonly used for visualization of 

interaction regions, and meantime sign(2) function is usually mapped on the isosurfaces by 

different colors to visually characterize the nature of the interactions. sign(2) denotes product of 

electron density, , and sign of the second largest eigenvalue of Hessian matrix of , sign(2).  in 

interaction region is generally positively correlated to interaction strength, while sign(2) has certain 

capacity of distinguishing whether the interaction is attractive or repulsive.[1, 7] The common 

interpretation of sign(2) in different value ranges is given in Fig. 2, and the coloring method in 

this figure will be employed for all subsequent discussions and examples in this article. Note that 

the 2 and  in the original IGM method are evaluated under promolecular approximation. 

 

 
Fig. 2 Common interpretation of coloring method of mapped function sign(2) in IGM and IGMH maps. 
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2.2 Definition of IGMH method 

The original version of IGM was defined purely based on densities of atoms in their free states, 

namely it is a method under promolecular approximation. We considered whether this method can 

be defined based on the actual electron density, so that it has a more rigorous physical meaning and 

can faithfully reflect electronic structure of the system under study. It is noted that Hirshfeld partition 

is a commonly employed method with a clear physical picture to obtain atomic densities in a 

chemical system,[34-37] the density of atom i derived in this way is expressed as 𝜌௜
ୌ୧୰ୱ୦ሺ𝐫ሻ ൌ

𝜌ሺ𝐫ሻ𝑤௜ሺ𝐫ሻ , where  is actual electron density calculated by quantum chemistry method or 

determined by crystal diffraction experiments, and the Hirshfeld weighting function of the atom i is 

defined as 
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where index j loops over all atoms, the pro in denominator is just the aforementioned promolecular 

density. The IGMH method proposed in this article differs from the original IGM by two aspects: 

(1) The free-state atomic density 𝜌௜
୤୰ୣୣ  in the IGM formulae is replaced with 𝜌௜

ୌ୧୰ୱ୦  (2) The 

sign(2) is evaluated based on actual density like NCI and IRI methods. Since the IGMH is defined 

fully based on actual density and gets rid of promolecular approximation, it can be expected that 

IGMH should have certain practical benefits in exhibiting interactions compared to IGM; this is 

indeed true, as will be observed in the comparisons given later. 

As shown in Eqs. 2 and 4, gradient of free-state atomic density (∇𝜌௜
୤୰ୣୣ) is involved in IGM 

analysis, similarly, in the IGMH analysis, gradient of Hirshfeld atomic density (∇𝜌௜
ୌ୧୰ୱ୦) is needed 

to evaluate, we found it is easy to implement. Derivative of 𝜌௜
ୌ୧୰ୱ୦ with respect to a Cartesian 

coordinate component  ( = x, y, z) is 
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in which the derivative of Hirshfeld weighting function with respect to  can be derived as 
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     (8) 

By substituting Eqs. 6 and 8 into Eq. 7, the working equation for Cartesian derivative of 𝜌௜
ୌ୧୰ୱ୦ is 

reached 
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From Eq. 9 it can be seen that compared to IGM, implementation of the g, ginter and gintra under 

the framework IGMH only additionally requires actual density and its first derivative, which are 

trivial to evaluate when electronic wavefunction is available. 



8 
 

2.3 Quantitative indices in the framework of IGM and IGMH 

Given that value of g in an interaction region is closely related to the interaction strength, 

during our implementation of IGM method in Multiwfn code in 2018, we also designed and 

implemented atomic pair g index (Gpair) and atomic g index (Gatom) under the framework of 

IGM for quantitatively analyzing interactions. Our tests showed that these indices are also directly 

compatible with IGMH. We noted that recently Hénon et al. employed similar idea to decompose 

interactions in host-guest complex into atomic contributions.[38] 

Gpair is used to quantify the contribution of an atom pair to interaction between two specific 

fragments. For example, this index between atoms i and j, which belong to fragments A and B 

respectively, is expressed as 

pair IGM
, , , ,δ δ ( )d [ ( ) ( )]d ,i j i j i j i jG g g g i A j B     r r r r r          (10) 

where the integration is carried out over the whole space, and 
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Specifically, in IGM and IGMH analyses, the i in above formulae corresponds to 𝜌௜
୤୰ୣୣ and 𝜌௜

ୌ୧୰ୱ୦, 

respectively. 

It is also useful to define percentage atomic pair contribution to interfragment interaction as 
pair
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It is noteworthy that commonly the sum of Gpair of all atom pairs between two fragments is 

not directly equal to the integral of the ginter between the two fragments, Ginter, that is 
pair inter inter
, , ,δ δ δ ( )di j A B A B

i A j B

G G g
 

   r r                    (12) 

Anyway, as will be illustrated later, there is still practical significance to employ Gpair or Gpair(%) 

to highlight “hot” atomic pairs which may have large actual contribution to interaction between the 

fragments of interest. 

For analogous systems, it is expected that there should be a certain degree of positive 

correlation between the Ginter in the above formula and the magnitude of interaction energy between 

the considered fragments. So, Ginter could be viewed as a descriptor of interfragment interaction, 

and may be useful in designing intermolecular interaction potential via machine learning strategy, 

but this possibility will not be explored in this work. 

Gatom is defined to quantitatively measure importance of an atom to interfragment interaction. 

For example, contribution of atom i in fragment A to interaction between fragments A and B is 
atom pair

,δ δi i j
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the percentage atomic contribution could be defined as 
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Clearly, when plotting molecule structures, if atoms are colored according to Gatom or Gatom(%), 

the relative importance between various atoms to interfragment interactions will be vividly 
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displayed. It should be stressed that because the form of the Gpair index is quite simple, positive 

connection between this index and real interaction energy between atoms cannot always be expected, 

and hence Gatom index can at most be used to quickly and intuitively exhibit which atoms may play 

a crucial role for interfragment interaction. To characterize atomic or atomic pair contributions to 

interfragment interaction in terms of energy, one may consider using energy decomposition analysis 

based on forcefield (EDA-FF)[39] in Multiwfn code or atomic symmetry adapted perturbation theory 

(A-SAPT)[40] in PSI4 code.[41] 

Recently intrinsic bond strength index (IBSI) was introduced by Hénon et al. based on the IGM 

of gradient-based partitioning form to characterize strength of chemical bonds, we note this index 

is also fully compatible with IGMH, but discussion of this index is beyond the scope of the present 

work. 

3 IGM and IGMH analyses in Multiwfn code 

We have implemented IGM and IGMH analyses in Multiwfn, which is a popular, easy-to-use 

and freely available wavefunction analysis code. Its precompiled executable files, source code and 

very detailed manual can be obtained at http://sobereva.com/multiwfn. A detailed and easy-to-learn 

tutorial of performing these analyses in Multiwfn can be downloaded at 

http://sobereva.com/multiwfn/res/IGMH_tutorial.zip. Various aspects of the IGM and IGMH 

modules of Multiwfn are described below. 

Functions 

Multiwfn possesses the following functions about IGM and IGMH analyses: 

 Evenly distributed grid data of g, ginter, ginter and sign(2) can be calculated and exported. 

Their isosurfaces can be directly visualized in Multiwfn, and scripts of VMD visualization 

program[42] are provided to easily plot sign(2) mapped g, ginter and ginter isosurface maps. 

 Scatter map between various forms of ginter (ginter) and sign(2) can be directly drawn in 

Multiwfn, the peaks in this kind of map are shown to be useful in analyzing interfragment 

(intrafragment) interactions.[33] 

 Gpair, Gpair(%), Gatom, Gatom(%), Ginter indices and IBSI can be estimated. Becke’s 

multicenter numerical integration algorithm[43] is employed to evaluate the integrals in these indices, 

the numerical accuracy is found to be fairly satisfactory even using inexpensive integration grids 

(40 radial points and 170 angular points per atom). After calculation, the “atmdg.pdb” file whose 

“beta” and “occupancy” fields respectively record Gatom and Gatom(%) can be exported, so that 

atoms can then be colored by these indices in VMD program for visual examination of relative 

importance of various atoms. 

 Curve map along a given line, and various types of two-dimensional map (color-filled map, 

contour map, relief map, etc.) in a given plane, can be directly plotted in Multiwfn for g and ginter. 

In addition, due to the rich functions, flexible design and interactive interface of Multiwfn, 

realizing other kind of analyses relating to IGM and IGMH is possible and may be useful for special 

research purposes. For example, g value at BCP located by topology analysis module of Multiwfn 

can be calculated, curve map of g along a specific bond axis or bond path can be plotted and then 

maximal value on the curve can be directly determined, g and ginter can be integrated in AIM or 

electron localization function (ELF)[44, 45] basins in basin analysis module, more than one hundred 
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of real space functions that supported in Multiwfn can be integrated within isosurface of ginter via 

domain analysis module. Therefore, many other IGM or IGMH interaction descriptors that may be 

valuable in characterizing interactions can be realized by Multiwfn even without modifying source 

code. Limited to the length of this article, temporarily the value of these descriptors will not be 

explored in the present work. 

Features 

IGM and IGMH analyses in Multiwfn have the following features: 

 Definition of fragments is quite flexible. Arbitrary number of fragments is supported and can 

be defined via a convenient interface, and the union of the fragments is not necessarily equal to the 

whole system. 

 Not only isolated systems but also periodic systems are fully supported in IGM and IGMH 

analyses, allowing them to investigate any kind of systems, including molecules, materials, 

interfaces, and so on. 

 Since free-state atomic densities for elements from H to Lr (element 103) have been 

embedded into Multiwfn, IGM and IGMH analyses can be applied for almost any system. 

Technically, the spherically averaged atomic radial densities are tabulated in Multiwfn, Lagrangian 

interpolation is employed to derive density value and its analytical first and second derivatives at 

given points. High-quality basis sets were employed for generating the atomic densities, and scalar 

relativistic effect has been taken into account for elements starting from the fourth row via DKH2 

Hamiltonian.[46] 

 The codes relevant to IGM and IGMH analyses have been sufficiently optimized and 

parallelized by OpenMP technique, and some truncation thresholds of numerical evaluations have 

been considered for significantly reducing computational cost of large systems without sacrificing 

accuracy, therefore all aforementioned functions and indices can be evaluated fairly efficiently in 

Multiwfn. 

 The use is extremely simple, users only need to input commands according to the prompts 

shown on the screen, while writing input files and memorizing keywords are fully avoided. 

Moreover, the program provides a very user-friendly interface for setting up grid points used for 

calculating various functions involved in the IGM and IGMH analyses. 

It should be emphasized that since the calculation of IGMH relies on electronic wavefunction 

to evaluate actual density, while IGM is only dependent of the built-in free-state atomic densities, 

the calculation cost of IGMH is notably higher than that of IGM. But even so, using a common 

personal computer, there is no any difficulty to perform IGMH analysis in Multiwfn for an organic 

system consisting of hundreds of atoms. As for IGM analysis, in Multiwfn it can even be applied to 

huge systems containing as many as hundreds of atoms, such as biomacromolecules. 

Input file 

Multiwfn accepts wide variety of file formats as input file of IGM and IGMH analyses: 

(1) IGM analysis for isolated systems: Any file format containing atomic coordinates can be 

used, such as xyz, mol, mol2, pdb, input/output file of Gaussian and ORCA programs, and so on. 

(2) IGM analysis for periodic systems: The input file should contain both atomic coordinates 

and cell information. For example, cif, cub, gro file of GROMACS program, restart file of CP2K 

program, POSCAR file of VASP program, Gaussian input file containing cell vectors. 

(3) IGMH analysis for isolated systems: Any file format containing wavefunction information 

can be used, such as mwfn,[47] wfn, wfx, fch, molden, GAMESS/Firefly output file, and so on. Most 
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popular quantum chemistry programs can export at least one of them, and the exporting method has 

been carefully documented in Multiwfn manual. 

(4) IGMH analysis for periodic systems: The input file should contain both periodic 

wavefunction and cell information. Molden file exported by CP2K first-principle program[48] after 

density functional theory calculation is usually used in this context, cell vectors should be manually 

filled into it as [Cell] field, see Multiwfn manual for details. mwfn[47] and fch files containing cell 

vectors are also supported for this purpose. 

In principle, IGMH analysis in Multiwfn can be realized at any theoretical level, as long as the 

inputted wavefunction file carries molecular orbitals or natural orbitals of corresponding level. We 

found IGMH analysis has a low sensitivity to wavefunction quality. Usually, optimizing the system 

and producing wavefunction using the popular B3LYP-D3(BJ)[49, 50] or B97XD[51] exchange-

correlation functional in combination with a medium-sized basis set is fully adequate for IGMH 

analysis. It is noteworthy that GFN-xTB is a recently popular method at semi-empirical level, which 

is able to rapidly optimize a system containing hundreds of atoms.[52] The .molden file exported by 

xtb code[53] using GFN-xTB theory is also supported for IGMH analysis, and the quality of the result 

based on this very cheap wavefunction is basically acceptable for most cases according to our 

preliminary tests. IGMH may also be used for revealing interactions for excited states, the 

requirement on the input file is that it records natural orbitals of the state of interest, which can be 

easily generated by many popular quantum chemistry programs at time-dependent density 

functional theory (TDDFT) level, such as Gaussian (via TD and out=wfn keywords).[54] 

4. Application examples and comparisons 

Below we will present many application examples for wide variety of systems to illustrate 

usefulness of IGMH analysis as well as its difference with respect to IGM, NCI and IRI. Unless 

otherwise specified, for isolated systems, the popular B97XD exchange-correlation functional[51] 

in combination with a medium-sized 6-311G* basis set[55] was used for geometry optimization and 

generation of the wavefunction for IGMH analysis, Gaussian 16 A.03 program[54] was used for all 

the density functional theory (DFT) calculations. For periodic systems, CP2K 8.1[48] was employed 

for the DFT calculations using PBE-D3(BJ) exchange-correlation functional[50, 56] with 6-311G** 

basis set.[55] All isosurface maps were rendered by VMD 1.9.3 program[42] based on the cube files 

generated by Multiwfn. Grid spacing of 0.15 Bohr was employed in calculating the grid data 

involved in IGM and IGMH analyses. In NCI analysis, according to common custom, only the RDG 

isosurfaces in the regions where electron density is greater than 0.05 a.u. were retained so that only 

weak interactions are revealed. 

4.1 Revealing weak interactions in molecular systems 

In this section, we focus on using IGMH method to reveal weak interactions in molecular 

systems. Note that since the strength of these interactions is significantly weaker than that of 

chemical bonds, a small isovalue of ginter between 0.003 and 0.01 a.u. is usually suitable for 

graphically exhibiting the interfragment interaction regions, and it should be adjusted properly to 

obtain the best graphical effect. 

Dodecaphenyltetracene[57] is a recently synthesized molecule with unusual structure character, 
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which has a tetracene core encapsulated by as many as twelve peripheral phenyl substituents. The 

strong steric forces between the spatially crowded phenyl groups make the tetracene highly twisted. 

We carried out IGM and IGMH analyses for this system and plotted sign(2) colored ginter 

isosurface maps, see Fig. 3. The coloring method shown in Fig. 2 is used for this and all IGM/IGMH 

maps given later. In the calculation, each phenyl group was defined as an individual fragment, 

therefore in Fig. 3 only the interaction between the twelve phenyl groups are exhibited, which is of 

our interest. To maximally reveal the interactions between the closely packed aromatic rings in this 

molecule, isovalue of ginter is set to 0.005 a.u. in the maps. From the IGMH map, it can be seen that 

a thin and broad isosurface appears between each pair of adjacent phenyl groups, which very ideally 

exhibits the - stacking interaction. Although the IGM map in Fig. 3 also displays this character 

to some extent, there are evident defects. As indicated by the pink arrows, some areas on the 

isosurfaces show deep blue color, as if there are strong attractive interactions, which in fact are 

artificial, since it is well known that the - stacking interaction between two six-membered 

aromatic rings is fairly weak.[58] Obviously, this problem in the IGM map may bring great trouble 

to researchers in understanding the true interaction nature. The main reason of this issue is that the 

ginter isosurfaces of IGM are too bulgy, some parts of the isosurfaces have reached the regions very 

close to nuclei, where electron density is significantly larger than interatomic interaction regions. 

This problem of IGM will become more serious when isovalue is set to a smaller value, as in this 

case the isosurfaces will cover wider spaces. For example, Fig. S1 presents IGM and IGMH maps 

corresponding to ginter of 0.003 a.u., the misleading blue areas in the IGM isosurface map become 

wider than Fig. 3; in contrast, IGMH isosurface map is still fully reasonable even at such a low 

isovalue, and in this case, the slight steric hindrances between some carbon atoms connected to the 

tetracene core are also correctly revealed by the red area on the IGMH isosurfaces. It is worth noting 

that the aforementioned problem of IGM is not caused by the promolecular approximation in 

sign(2), because we found the problem still exists even if the sign(2) based on actual density is 

mapped on the IGM ginter isosurfaces. 

 

 

Fig. 3 sign(2) colored isosurfaces of ginter = 0.005 a.u. of dodecaphenyltetracene corresponding to 

IGMH and IGM analyses. The coloring method of sign(2) is given in Fig. 2. Each phenyl group is 

defined as a fragment in the IGM and IGMH calculations. The pink arrows indicate the defects in the 

IGM map. 

 

Cyclo[18]carbon is a single ring system containing 18 sp-hybridized carbon atoms. It was first 

experimentally observed in condensed phase in 2019,[59] since then it becomes one of the hottest 
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molecules and received wide investigations, we have also conducted extensive theoretical studies 

on this molecule and its analogous.[4, 39, 60-66] Recently, ultrafast supramolecular rotors composed of 

a cyclo[18]carbon molecule encapsulated by a [n]cycloparaphenylenes ([n]CPP) type of molecule 

were designed,[67] and the authors employed IGM analysis via Multiwfn to visually study the 

intermolecular interaction within this host-guest complex. The complex [12]CPP:C18 is taken as 

instance here to compare the difference between IGM and IGMH. sign(2) colored ginter 

isosurface maps are provided in Fig. 4, and in the IGMH map non-hydrogen atoms are colored by 

Gatom. It is seen that the IGMH map nicely reveals the actual main interaction region between the 

guest and host molecules, the green color on the isosurface indicates that electron density in this 

region is very low, implying the interaction is fully dispersion dominated. Furthermore, the green 

and orange colors on some atoms of the [12]CPP molecule vividly highlight the atoms having major 

contribution to the host-guest complexation. The IGM map also correctly exhibited the 

intermolecular interaction, however there are misleading blue and orange colors on the IGM ginter 

isosurface, mostly because the very thick isosurface has intruded into high density regions that are 

too close to nuclei. We noticed that this problem of IGM method has led to evidently incorrect 

conclusion from the authors: “The regions colored in blue, on the other hand, reflect a rather 

different type of interaction”.[67] In fact, there is only one type of interaction between the [12]CPP 

and cyclo[18]carbon, as revealed by the IGMH map, and which is also supported by the mapped 

color on the RDG isosurface in NCI map, see Fig. S2. 

 

 

Fig. 4 sign(2) colored isosurfaces of ginter = 0.002 a.u. corresponding to IGMH and IGM analyses for 

[12]CPP:C18 complex. The [12]CPP and C18 molecules are defined as the two fragments. The coloring 

method of sign(2) is given in Fig. 2. In the IGMH map, atoms are colored by Gatom to highlight their 

relative contributions, while the hydrogens are hidden for clarity. The unreasonable coloring areas in 

IGM map is marked by pink circle. 

 

Hydrogen bond (H-bond)[68] and halogen bond (X-bond)[69, 70] are very common types of weak 

interaction and have been widely studied. In order to test whether IGMH can satisfactorily reveal 

these two important kinds of interactions, we performed IGMH analysis on adenine-thymine (AT) 

base pair and iodine substituted AT (I-AT). The latter was designed by Guerra et al. by replacing the 

two hydrogens that can form H-bond in AT with iodine atoms.[71] The sign(2) colored IGMH 

ginter isosurface maps for these systems are given in Fig. 5, and for comparison purpose, the 
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corresponding IGM maps are also presented. From the IGMH maps, one can find that ginter 

isosurface occurs in every expected region. For AT, the N···H-N and N-H···O H-bond interactions 

are clearly exhibited by elliptic ginter isosurfaces with blue color in the central area, and since the 

blue on the former is evidently darker than the latter, one can easily judge that the N···H-N 

interaction is relatively stronger because of its larger electron density in the interaction region. The 

C-H···O interaction is also revealed by an IGMH ginter isosurface, which has a tiny size and 

completely green color, indicating that this interaction is fairly weak, though not completely 

negligible. In the IGMH map of I-AT, it is seen that the notable X-bond between the iodine atom 

and nitrogen atom is distinctly unveiled by the blue region in the IGMH ginter isosurface. Since the 

blue color is quite prominent, it can be inferred that the X-bond should be strong. In addition, the 

green region in the IGMH map of I-AT also vividly reveals the dispersion-dominated interaction 

between the iodine and carbon atoms, as well as between the two iodine atoms. The four largest 

Gpair(%) values are labelled in the IGMH map of I-AT, the magnitude of the values is fully in line 

with the interatomic interaction strength that exhibited by the IGMH ginter isosurfaces. For example, 

the Gpair(%) corresponding to the strong I···N X-bond is by far larger than any other interaction. 

This observation demonstrated the practical value of Gpair(%) index in quantitative comparison 

purpose. However, we still emphasize that Gpair(%) should not be simply regarded as the percentage 

contribution to interfragment interaction energy. After all, the definition of Gpair(%) is quite simple 

and does not take any energy-related factor into account. The IGM maps of AT and I-AT in Fig. 5, 

in our viewpoint, have an evidently poorer graphical effect than IGMH maps. The IGM ginter 

isosurfaces representing the H-bonds and X-bond are bulgy and ugly, moreover, an evidently 

inappropriate coloring region is clearly visible on the IGM ginter isosurface of I-AT, the red zone 

falsely indicates that there is a considerable steric repulsion effect between the carbon and iodine 

atoms. 

 

 

Fig. 5 (a) sign(2) colored isosurfaces of ginter = 0.006 a.u. corresponding to IGMH and IGM analyses 

for adenine-thymine (AT) base pair and iodine substituted AT (I-AT). The coloring method of sign(2) 

is given in Fig. 2. In the map of I-AT, the largest four Gpair(%) terms derived from IGMH analysis are 
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labelled, and an evidently improper coloring area on the IGM ginter isosurface is highlighted by a pink 

arrow. 

 

In 2010, Cooper and coworkers reported synthesis of a series of triply interlocked covalent 

organic cages.[72] They are dimer consisting of two tetrahedral monomeric cages, the two molecules 

cannot be dissociated without cleavage of a chemical bond. This kind of interesting system is ideal 

for illustrating the capability of IGMH to reveal intermolecular interaction in complicated 

complexes. The 3b system reported in their work is taken as an instance here. The structure 

determined by X-ray diffraction experiment was adopted but hydrogens were optimized by us to 

refine their positions. Fig. 6(a) presents sign(2) colored IGMH ginter isosurfaces of 0.004 a.u., 

the two monomers are respectively defined as the two fragments. Another perspective of this figure 

is provided in Fig. S3. It can be clearly seen that all intermolecular interactions are clearly revealed 

by the IGMH map, notable interactions occur in many contact areas. Since the isosurfaces are all 

green, all the interactions should be dominated by dispersion effects, whose strength is known to be 

weak. It is worth noting that at center of the dimer, there is an evident - stacking region, as there 

exists a flat and broad ginter isosurface. This stacking interaction was also inferred by Cooper et 

al.[72] according to dimer structure. We also plotted IGM isosurface map in Fig. S4, it can be seen 

that again there are some areas on the isosurfaces showing spurious blue or red color, which may 

make researchers mistakenly believe that there are relatively strong attraction or steric hindrance 

interactions between the two molecules. Gatom colored structure map of 3b is given in Fig. 6(b), 

from which the contribution from each atom to the intermolecular interaction can be very intuitively 

examined. According to the color bar, the redder (bluer) the color, the larger (smaller) the atomic 

contribution to the complexation between the two monomers. It can be vividly seen that the atoms 

participating in the - stacking contribute most, and the contributions from other atoms around the 

center of the dimer are also prominent. Since the atoms at the top and bottom of the dimer are far 

away from the atoms in another molecule, their contributions to the binding are basically negligible. 

 

 
Fig. 6 IGMH maps of 3b. The two monomers are respectively defined as the two fragments. (a) sign(2) 
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colored isosurfaces of ginter = 0.004 a.u. The coloring method of sign(2) is given in Fig. 2. To make it 

easier to distinguish the two molecules, they are plotted using opacity and transparent styles respectively. 

For clarity the hydrogens are not shown (b) Gatom colored dimer structure. Hydrogens are drawn 

transparently. The redder (bluer) the color, the larger the contribution of the atom to intermolecular 

interaction. 

 

Transition metal surface is able to chemically or physically adsorb small molecules. Grimme 

et al. studied physical adsorption of benzene molecule on Ag(111) surface using cluster model.[73] 

We optimized the same system using PBE0-D3(BJ) functional[74] in combination with def2-SV(P) 

basis set,[75] which are then subjected to IGM and IGMH analyses to graphically reveal the 

interaction between the adsorbed benzene and Ag surface. The sign(2) colored ginter isosurface 

maps are given in Fig. 7. In the IGM and IGMH calculations the benzene and Ag slab are defined 

as two fragments. From the green isosurface between the molecule and the slab in the IGMH map, 

it is evident that IGMH analysis nicely reveals the broad interaction region and reflects the true 

nature of the physical adsorption. It is noteworthy that by using Multiwfn in combination with VMD, 

the BCPs and bond paths derived from topology analysis module in Multiwfn can be easily 

appended to the IGMH map, and thus providing richer information to readers. In Fig. 7, the BCPs 

and bond paths corresponding to the benzene···Ag interaction are drawn as orange spheres and 

brown lines, respectively. It can be seen that BCPs are almost exactly lying on the thin IGMH ginter 

isosurface, which is a phenomenon that we commonly observed in actual studies. Obviously, the 

BCPs cannot reveal interaction regions as sufficient as IGMH analysis, however, as BCPs usually 

correspond to the most representative positions in interaction regions, properties of BCPs are useful 

in quantitative analysis. The electron density and energy density (H) of one of the BCPs 

characterizing the benzene···Ag interaction are provided in the IGMH map, the very low electron 

density (BCP = 0.013 a.u.) directly corresponds to the green color of the ginter isosurface, and the 

positive H at the BCP reflects that the interaction has a non-covalent nature.[76] The Ag atoms in the 

IGMH map of Fig. 7 are colored according to Gatom(%) to exhibit their contributions to the 

adsorption interaction, the colors very vividly show that the Ag atoms at the bottom of the benzene 

have significant contribution; in particular, the three greenest atoms contribute most, this may be 

why they are just the three atoms directly connected by the three bond paths in the figure. Compared 

to the IGMH map, the IGM map in Fig. 7 is not so ideal; there are orange and blue colors on the 

very bulgy ginter isosurface, which seriously interfere with the judgment of the actual nature of the 

interaction, and we found this problem cannot be suppressed by simply adjusting isovalue. In order 

to illustrate the advantage of IGMH over the popular NCI method, the sign(2) colored RDG 

isosurface is also provided in Fig. 7. The color and shape of the isosurface representing the 

adsorption interaction in the NCI map is very similar with that in IGMH map; however, as NCI 

analysis is unable to strictly separate intrafragment and interfragment interactions, enormous RDG 

isosurfaces showing metallic bond interactions appear among the Ag atoms, they evidently hinder 

the graphical display of the adsorption interaction. Although sometimes the undesirable RDG 

isosurfaces can be partially eliminated by some special treatments, such as properly defining the 

spatial range of grid data calculation, and screening the grid data of RDG via grid processing 

function in Multiwfn, it is obvious that they will complicate the calculation process. 
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Fig. 7 sign(2) colored IGMH ginter = 0.005 a.u., IGM ginter = 0.007 a.u. and RDG = 0.4 isosurfaces 

for representing physical adsorption of benzene on Ag(111) surface. The coloring method of sign(2) is 

given in Fig. 2. In IGM and IGMH analyses the benzene and slab are respectively defined as the two 

fragments, and Ag atoms are colored according to Gatom(%). In the IGMH map, bond critical points 

(orange spheres) and bond paths (brown lines) corresponding to benzene···Ag interaction are also shown. 

 

The binding mode between ligands and proteins is a matter of great concern in the fields of 

molecular biochemistry and medicinal chemistry. Undoubtedly, graphically revealing the 

interactions is of great significance for deepening understanding of their binding mechanism and 

targeted design of more effective drug molecules. Here we employ the IGMH analysis to study the 

interaction between benzamidine and trypsin. The crystal structure of the protein-ligand complex 

was provided by Ref. [77] with PDB ID of 3ATL. Since the direct calculation of the entire complex 

using DFT far exceeds the currently affordable computational cost, we employ cluster model for 

this research. Specifically, a cluster composed of the benzamidine ligand and all amino acid residues 

within 3.5 Å of it were extracted and then appropriately hydrogenated. In the subsequent geometry 

optimization, non-hydrogen atoms were fixed at the crystal coordinates while only hydrogen atoms 

were optimized. The cluster contains merely 158 atoms, so DFT calculation and IGMH analysis can 

be performed very easily. The sign(2) colored IGMH ginter isosurface map of the cluster is given 

in Fig. 8, the ligand and the surrounding residues are defined as the two fragments in the analysis. 

In Fig. 8(a), a relatively large isovalue 0.006 a.u. is used, in this case very prominent intermolecular 

interactions can be viewed, including the four N-H···O type of H-bonds between the ligand and the 

protein, as highlighted by the pink arrows, as well as some dispersion-dominated interaction regions, 

as indicated by the brown arrows. Lowering the isovalue of ginter can make regions corresponding 

to insignificant interactions also visible. In Fig. 8(b) the isovalue is reduced to 0.002 a.u., in this 

situation wide green isosurfaces occur above and below the benzamidine molecule, rendering that 

there are also nonnegligible dispersion interactions between the molecule and the amino acids above 

and below it. Fig. 8(c) presents NCI map, namely sign(2) colored isosurfaces of RDG = 0.5. This 

map not only shows the interactions between the ligand and the protein, but also displays the 

interactions among the amino acid residues, thus the image looks very messy and difficult to analyze 

the ligand-protein interaction clearly. This map also shows a noteworthy shortcoming of NCI 

compared to IGMH, that is, NCI map has a high requirement on fineness of grid. In the current 
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study, although the employed grid spacing of 0.15 Bohr is already fairly fine, there are still many 

ugly jagged edges in the RDG isosurfaces, while the ginter isosurfaces do not suffer from this 

problem. Further reducing the grid spacing can effectively reduce the jagged edges in the NCI map, 

unfortunately, it will significantly increase computational cost and file size of grid data. 

 

 

Fig. 8 Cluster model consisting of benzamidine ligand (ball and stick style) and the amino acid residues 

in trypsin closely contacted to it (stick style) in protein-ligand complex (PDB ID: 3ATL). Backbone of 

the protein is plotted in new cartoon style with transparent material. (a) and (b): sign(2) colored IGMH 

ginter = 0.006 and 0.002 a.u. isosurfaces, respectively. The coloring method of sign(2) is given in Fig. 

2. Pink and brown arrows highlight hydrogen bonds and dispersion-dominated interaction regions, 

respectively. (c) sign(2) colored of RDG = 0.5 isosurface in NCI analysis, the coloring method is the 

same as Fig. S2. 

 

4.2 Revealing weak interactions in periodic systems 

Originally Multiwfn only supports analysis for isolated systems, while recently we have largely 

extended its application range to periodic systems. Currently NCI, IRI, IGM and IGMH analyses 

have fully supported consideration of periodic boundary condition. For NCI, IRI and IGMH analysis, 

currently the wavefunction generated by periodic DFT calculation of the free and very fast CP2K 

code[48] is acceptable. In this section, we provide a few examples to illustrate the great value of 

applying IGMH method to reveal weak interactions in periodic systems. 

Ice is the most important molecular crystal, and it is well-known that each water molecule in 

ice forms multiple H-bonds with surrounding waters. In order to graphically reveal the H-bonds, we 

constructed a 222 supercell based on experimental crystal structure of ice in Ih form,[78] then 

optimized hydrogens while fixing positions of oxygens. In the IGMH analysis, a water molecule at 

the center of the supercell and all other waters are respectively defined as the two fragments. The 
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resulting sign(2) colored IGMH ginter = 0.03 a.u. isosurface map is shown in Fig. 9. As can be 

seen, the four H-bonds formed between the central water molecule and others are very clearly shown. 

Since the blue color on the isosurfaces is relatively dark, it can be anticipated that the H-bond 

interactions in ice should be relatively strong and stable. 

 

 

Fig. 9 sign(2) colored IGMH ginter = 0.03 a.u. isosurfaces of ice crystal of Ih form. The coloring 

method of sign(2) is given in Fig. 2. The water molecule at the center of this figure and all other waters 

are defined as the two fragments in the IGMH analysis. 

 

Zeolite is a very representative porous material with strong ability to physically adsorb small 

molecules. Graphical display of the interaction between zeolite and adsorbate is undoubtedly an 

important help for the in-depth study of the adsorption mechanism and adsorption capacity of zeolite. 

As an example, we manually put a toluene into cavity of HEU type of zeolite[79] and optimized 

geometry of the adsorption system, then IGMH map is plotted by defining the toluene and zeolite 

as the two fragments, see Fig. 10. It can be seen that the isosurface map is very ideal, the isosurfaces 

elegantly reveal the regions where interaction between the zeolite and toluene is most prominent. 

Since the isosurfaces are green everywhere, it shows that the adsorption of toluene by zeolite mainly 

comes from weak dispersion attraction. 
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Fig. 10 sign(2) colored IGMH ginter = 0.005 a.u. isosurfaces of adsorbed toluene in zeolite cavity. The 

coloring method of sign(2) is given in Fig. 2. Red and yellow atoms correspond to oxygen and silicon, 

respectively. The toluene molecule and zeolite are defined as the two fragments in the IGMH analysis. 

 

We also applied IGMH analysis on a porous covalent organic framework (COF) with two-

dimensional layered character to try to reveal the interlayer interaction. The crystal structure was 

taken from CURATED covalent organic frameworks database (ID: 12000N2),[80] positions of 

hydrogens are then optimized by us via DFT calculation. The corresponding IGMH map is given in 

Fig. 11, the two layers of COF in the cell are defined as the two fragments in the analysis. As can 

be seen, there is an infinitely extended green isosurface between the atoms in the two layers, which 

clearly shows the prominent interlayer - stacking interaction. It is noteworthy that when we 

calculating data for plotting this map via Multiwfn, the periodicity in the direction perpendicular to 

the layers is ignored for clarity. If full three-dimensional periodicity is considered in the IGMH 

analysis, the ginter isosurfaces showing interactions between the two layers in the current cell and 

the layers in adjacent image cells will also be visible, as shown in Fig. S5. 

 

 
Fig. 11 sign(2) colored IGMH ginter = 0.004 a.u. isosurfaces of a representative covalent organic 

framework system. The upper and lower layers are defined as the two fragments in the IGMH analysis. 
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The coloring method of sign(2) is given in Fig. 2. The blue box displays the cell used in periodic DFT 

calculation. For clarity, the periodicity in the direction perpendicular to the layers is ignored in the IGMH 

analysis. 

 

4.3 Revealing strong interactions 

IGMH can not only reveal weak interactions as shown above but also reveal strong interactions 

like chemical bond bonds. In this section, we will present a few instances to illustrate this point. 

Crown ethers can stably bind alkali cations via very strong electrostatic attraction by its 

electronegative oxygen atoms. Here we take a complex formed by a crown ether derivative and a 

Li+ cation as instance to examine the ability of IGMH method in revealing their interactions, and 

meantime illustrate its difference with respect to NCI method. The IGMH and NCI maps with 

properly selected isovalues are given in Fig. 12. BCPs and bond paths between the cation and the 

molecule are generated by Multiwfn and plotted together in the IGMH map. It can be seen from the 

figure that the isosurface of ginter defined by IGMH clearly exhibits the interaction between the Li+ 

cation and all five surrounding oxygen atoms, the light blue color areas on the isosurface indicate 

that electron density in these regions is notably larger than common dispersion interaction regions. 

Electron density values at the BCPs corresponding to these interactions are also shown in the figure, 

such a combination of AIM topology analysis and IGMH analysis facilitates quantitative 

investigation and discussion, and largely avoids the visual arbitrariness due to plotting settings such 

as choice of color scale and lighting. The NCI isosurface around the Li+ cation in Fig. 12 also 

correctly represents the Li+···O interactions, however, the isosurfaces exhibiting O···O interactions 

are completely merged with it, and meantime the isosurfaces corresponding to the H···H interactions 

and to the steric effect in the aromatic ring are also visible, these uninterested isosurfaces in the 

figure obviously interfere with visual investigation of the interfragment interaction of real interest. 

This problem is more severe for more complex systems, such as the ligand-protein complex shown 

earlier. 

 

 
Fig. 12 sign(2) colored IGMH ginter = 0.01 a.u. and RDG = 0.6 isosurfaces of complex formed by a 

crown ether derivative and a Li+ cation. The coloring method of sign(2) is the same as Fig. 2, but lower 

and upper limits are changed to -0.4 and 0.4 respectively to make colors more vivid. Orange spheres and 

yellow lines in the IGMH map are BCPs and bond paths, respectively. Electron density values at the 

BCPs are indicated by texts. 
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Tetra(trimethylsilyl)tetrahedrane is a molecule yielded by substituting the four hydrogens in 

tetrahedrane with trimethylsilyl groups, its structure map corresponding to superposition of atomic 

van der Waals spheres is shown in Fig. 13. It can be seen that this system is very crowded and there 

should be notable vdW interactions between each pair of trimethylsilyl group. In this example, we 

define the four trimethylsilyl groups and the tetrahedral C4 core as the five fragments in IGMH 

analysis, the resulting maps are given in Fig. 13. The ginter isosurfaces at a relatively large isovalue, 

0.05 a.u., clearly exhibits the strong interactions between the C4 core and trimethylsilyl groups, 

namely the four C-Si covalent bonds. If isovalue of ginter is reduced to a small value 0.003 a.u. so 

that much weaker interactions can also be revealed, the isosurfaces corresponding to the evident 

vdW interactions between each pair of trimethylsilyl group will be visible, as shown in Fig. 13; 

however at this time the isosurfaces corresponding to the C-Si bonds become too swollen and not 

easy to visually inspect. gintra is complementary to ginter and focus on exhibiting intrafragment 

interactions. As can be seen in the gintra map in Fig. 13, the C-H bonds and C-Si bond of each 

trimethylsilyl group fragment, as well the four C-C bonds in the C4 core fragment, are all vividly 

revealed by the gintra isosurfaces of 0.1 a.u. It is worth mentioning that if practical purpose is to 

reveal all kinds of interactions in the system by a single map, and there is no need to divide fragments 

to individually study the interactions within or between specific fragments, using IRI analysis is a 

better and more convenient choice. As shown in Fig. S6, the isosurfaces of IRI = 0.7 a.u. exhibit all 

chemical bonds and weak interactions simultaneously and satisfactorily. 

 

 

Fig. 13 Molecular structure map (vdW style), as well as sign(2) colored IGMH ginter and gintra maps 

of tetra(trimethylsilyl)tetrahedrane. The coloring method of sign(2) is the same as Fig. 2, but lower 

and upper limits are changed to -0.2 and 0.2 a.u. respectively for better graphical effect. 
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Finally, we employ IGMH analysis on two representative atomic clusters, tetrahedral P4 and 

planar Li6, to further evaluate its ability in revealing interactions in relatively unusual systems. For 

comparison, the IGM and IRI analyses, as well as the valence electron density analysis that we 

discussed in depth in Ref. [81], are also taken into account. The plotted maps are collectively given 

in Fig. 14, the isovalues of the isosurfaces were properly chosen to best represent interactions in the 

systems. Since in the present study there is no need to partition fragments, in the IGMH and IGM 

analyses we directly examine the g function, which is equivalent to gintra when defining the whole 

system as the only fragment in Multiwfn. From the isosurfaces of g in the IGMH map of P4, it is 

found that there is a blue area in the isosurface between each pair of phosphorus atoms, which 

unambiguously shows that there is a chemical bond, and it possesses a much larger electron density 

than weak interaction regions. This observation reflects the covalent characteristics of the P-P bond, 

as formation of a covalent bond is always companied by accumulation of electron density in bonding 

region.[37] The red areas in the IGMH map also well exhibit the steric hindrance in each three-

membered ring and that in the cage. The IGM map of P4 has an obviously poorer graphical effect 

than the IGMH map; in particular, the positions of the blue isosurfaces corresponding to the P-P 

bonds are unreasonable. The centroids of the blue isosurfaces in the IGM map are obviously biased 

to the cage center relative to the bond axis, which incorrectly indicate the actual positions of the P-

P bonds. This problem of IGM should come from the fact that it does not take actual electronic 

structure into account at all. Although the underlying idea of the IRI method to reveal interaction 

regions is quite different from that of IGMH, the information conveyed by the IRI map for the P4 

cluster is very similar to the IGMH map, namely it also reasonably shows the existence of the P-P 

bonds and steric hindrance in the rings and cage. 

 

 

Fig. 14 Various maps of P4 and Li6 atomic clusters, including sign(2) colored IGMH g and IGM g 

isosurfaces, sign(2) colored IRI isosurfaces, and isosurface of valence electron density. The coloring 

method of sign(2) is the same as Fig. 2. All units in the labels are a.u. 

 

The planar triangular Li6 cluster contains evident three-center two-electron (3c-2e) interactions, 
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this can be demonstrated via different ways, such as ELF,[44, 45] multi-center index,[82, 83] deformation 

density,[81] orbital localization,[84] and even the very simple valence electron density, (valence).[81] 

The (valence) denotes the electron density without contribution of core orbitals. The isosurface 

map of (valence) of Li6 in Fig. 14 clearly indicates that there is an obvious three-center interaction 

between the three Li atoms at each corner, which results in relatively large electron density in the 

corresponding region. Can this multi-center interaction also be revealed by IGMH analysis? The 

answer is yes. As can be seen from Fig. 14, the distribution of IGMH g between the three Li atoms 

at each corner is obviously greater than that between the three Li atoms in the center of the system, 

faithfully reflecting the existence of the three-center shared electron interaction. In contrast, the g 

defined by IGM does not have the same capacity to correctly identify the multi-center interactions 

in different regions. Fig. 14 shows that the IGM g is also large in the center of the cluster, thus it 

may make researchers mistakenly believe that there is also a significant three-center interaction. 

This shortcoming of IGM is naturally expected since multicenter interaction purely stems from 

electronic effect rather than structural effect, and its occurrence is always accompanied by a 

considerable change in electronic distribution relative to promolecular state, hence revealing 

multicenter interactions without consideration of actual electronic structure is in principle 

impossible. 

5. Conclusion and remarks 

IGM is a very flexible and powerful method for graphically studying various kinds of 

interactions in chemical systems. In this article, we proposed a new variant of IGM, named IGMH, 

which is defined based on actual electron density and has a more rigorous physical basis than the 

original IGM method. As can be seen from the abundant application examples, IGMH is able to 

ideally reveal weak interactions and chemical bond interactions in a wide variety of chemical 

systems. Compared with IGM, the graphical effect of IGMH method is often significantly better in 

revealing weak interactions. The isosurfaces in IGMH map are not only less bulgy and thus look 

clearer than those in IGM map, but also the frequently observed misleading coloring on the IGM 

isosurfaces is fully avoided. Moreover, IGMH has a much better capacity than IGM in revealing 

chemical bond interactions since actual electron density is involved in the definition of IGMH. 

Compared to the already very popular NCI method, a key advantage of IGMH is that fragments 

can be defined, so as to strictly separate interfragment and intrafragment interactions. This feature 

makes visual analysis much easier for systems with complex three-dimensional structural character. 

Another important advantage is that there are many quantitative indices available under the 

framework of IGMH, which are very valuable in identifying important contributions of various 

atoms and atomic pairs to interfragment interactions. An additional noteworthy advantage is that the 

isosurfaces in IGMH map are often less jaggy than those in NCI map when grid quality is not 

extremely fine. Of course, increasing number of grid points in plotting NCI map can effectively 

alleviate the jaggy problem, but the cost will increase considerably, especially for relatively large 

systems. 

IGMH has been supported recently by Multiwfn. In this program, the IGMH analysis module 

is very flexible, computationally efficient, easy-to-use, and supports a wide range of input file 

formats. This analysis can not only be applied to molecular systems but also to periodic systems. In 



25 
 

order to facilitate readers to quickly learn how to realize the IGMH analysis via Multiwfn, we have 

prepared a detailed tutorial and highly welcome readers to check: 

http://sobereva.com/multiwfn/res/IGMH_tutorial.zip. We hope that IGMH will become a new 

popular visual analysis method to help chemists to better explore and understand interactions in 

chemical systems. 
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