Revisiting the chevrel phase: Impact of dispersion corrections on the properties of Mo$_6$S$_8$ for cathode applications
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Abstract

While the $\text{Mo}_6\text{S}_8$ chevrel phase is frequently used as cathode material in Mg-ion batteries, theoretical studies on this material are comparatively scarce. The particular structure of the $\text{Mo}_6\text{S}_8$ phase, with rather loosely connected cluster entities, points to the important role of dispersion forces in this material. However, so far this aspect has been completely neglected in the discussion of $\text{Mo}_6\text{S}_8$ as cathode material for mono- and multivalent-ion batteries. In this work we therefore have studied the impact of dispersion forces on stability and kinetics of $\text{Mo}_6\text{S}_8$ intercalation compounds. For this purpose, a series of charge carriers (Li, Na, K, Mg, Ca, Zn, Al) has been investigated. Interestingly, dispersion forces are observed to only slightly affect the lattice spacing of the chevrel phase, nevertheless having a significant impact on insertion voltage and in particular on the charge carrier mobility in the material. Moreover, upon varying the charge carriers in the chevrel phase, their diffusion barriers are observed to scale linearly with the ion size, almost independent of the charge of the considered ions. This indicates a rather unique and geometry dominated diffusion mechanism in the chevrel phase. The consequences of these findings for the ion mobility in the chevrel phase will be carefully discussed.

Introduction

Today, most of the demand for portable energy storage is met by lithium–ion batteries (LIBs), which is largely due to their extraordinary performance, including high energy density, operating voltage and long life cycle.\textsuperscript{1,2} However, problems arise in sourcing the needed lithium and cobalt metal,\textsuperscript{3} meaning that state of the art LIBs may not be able to fulfill the growing demand for energy storage solutions. Hence, alternative battery concepts and new battery materials are needed which allow for sustainable, safe, compact and high voltage energy storage systems.\textsuperscript{4,5} While it seems unlikely that alternative battery technologies will be able to surpass Li in the area of portable batteries, there is also a growing demand for
stationary energy storage and heavy-duty systems. The requirements of those can, on the other hand, be met by different battery types. A promising research field with great potential for improvement are multivalent ion batteries, in particular due to their high volumetric capacities as compared to lithium.\cite{6-8} However, of course there are also certain drawbacks: Multivalent batteries suffer from mobility issues due to the higher ionic charge\cite{5,9-12} and also typically exhibit lower operating voltages than LIBs.\cite{7} Additionally, new battery chemistries typically also require the identification and/or development of suitable electrolytes and electrode materials.\cite{5} Being a very abundant metal that can be sourced locally in many countries, makes Mg a promising candidate among the different possibilities for multivalent charge carriers.\cite{13-16} Because of its abundance and low toxicity, it is a viable option for a green and sustainable battery material, moreover offering a high volumetric capacity \((3833 \text{ mAh} \cdot \text{cm}^{-3})\) as compared to \((2061 \text{ mAh} \cdot \text{cm}^{-3})\) in the case of Li. Although there has been increased research interest in Mg batteries, problems with respect to electrolyte stability at the anode and the rather low operating voltage still need to be solved.\cite{5} As a common problem, the insertion of Mg ions on the cathode side is often sluggish and hard to reverse, which is mainly due to the divalent ions being strongly bound at the cathode side.\cite{17}

Multiple cathode materials have been proposed for Mg batteries such as spinels,\cite{18} \(\text{V}_2\text{O}_5\)\cite{19} or the chevrel phase (CP)\cite{13-16}. However, only in the CP the issues of sluggish insertion kinetics and low reversibility are solved more or less satisfactorily.\cite{13-16} The CP was first discovered in 1973 by Chevrel et al. and the corresponding structure is depicted in Fig. 1.\cite{16,20} It consists of an arrangement of \(\text{Mo}_6\text{S}_8\) clusters, in which a nearly cubic sulfur cage holds an octahedral molybdenum cluster. Sulfur may in principle also be substituted with selenium and tellurium, but as these elements are toxic and therefore can lead to safety problems, we here only concentrate on the sulfur phase. Upon intercalation of divalent Mg, the CP undergoes a two-step charge redistribution process, which is particularly fast, as X-ray photoemission spectroscopy experiments have revealed.\cite{21} The first electron is taken up by the sulfur cage, while the second one then gets transferred on the Mo-cluster. The CP cluster
Figure 1: Crystal structure of the chevrel phase (CP). The unit cell consists of one Mo$_6$S$_8$ cluster. The units are then stacked in a cubic fashion leaving open channels for diffusion between them. Mo and S atoms are depicted in blue and yellow, respectively.

units are separated by channels, which the ions can intercalate into while causing minimal structural changes, thus allowing for good reversibility. The CP was shown by Aurbach et al. to achieve a discharge voltage between 1 and 1.3 V, with a theoretical energy density of about 135 $Wh \cdot kg^{-1}$.\textsuperscript{13–15} From the observed plateaus in the charge/discharge curve, Aurbach et al. also implied the existence of two different insertion sites. After inserting two Mg ions (and their corresponding electrons) into the CP, its valence band is filled and the structure transforms from a metal-like material to a semiconductor.\textsuperscript{22}

Possible electrolytes for a Mg ion battery with a CP cathode and Mg metal anode have to be free of oxidizing agents such as water. These are known to passivate the anode in the first cycle and thus are responsible for a quick performance decay.\textsuperscript{13} Some commonly used electrolytes are the dichloro complex (DCC),\textsuperscript{13} the all-phenyl complex (APC)\textsuperscript{23} and the magnesium aluminium chloride complex (MACC).\textsuperscript{24} They all contain halide anions as well as organic solvent molecules for stability. The large organic parts of these molecules together with the cluster structure of the CP raise the question about the impact of dispersion interactions at the solid electrolyte interphase (SEI) and also in the CP itself, as dispersion contributes significantly to the interaction of such large organic molecules with surfaces and
However, to the best of our knowledge, dispersion forces have not yet been studied with respect to their effects on the CPs bulk and surface properties. Therefore, we here investigate the bulk diffusion properties as well as adsorption and intercalation processes of various cations in the CP to analyse the impact of the dispersion correction. For this purpose, we, moreover, seek comparison to results obtained without dispersion correction. Finally, the influence of ion size and charge of the intercalated ions on the diffusion properties is discussed.

Computational details

The bulk and surface properties of the CP as well as the ion migration of Mg, Ca, Li, Zn, Na, K and Al inside the phase were studied using periodic density functional theory,\textsuperscript{26,27} as implemented in the Vienna \textit{Ab initio} Simulation Package.\textsuperscript{28–30} To account for exchange and correlation in the non-dispersion corrected reference systems, the generalized gradient approximation in the formulation of Perdew, Burke and Ernzerhof (PBE)\textsuperscript{31} was used. The revised PBE functional (RPBE)\textsuperscript{32} in combination with the the Grimme D3 correction with Becke-Johnson damping\textsuperscript{33} was applied to account for dispersion effects, as suggested in literature,\textsuperscript{34,35} whereas RPBE calculations without dispersion correction were also conducted for comparison. The electron-core interactions are represented by the Projector Augmented Wave (PAW)\textsuperscript{36} method. Calculations were first performed for the Mo$_6$S$_8$ unit cell of the CP with the Brillouin zone sampled using a $4 \times 4 \times 4$ k-point grid. For adsorption, intercalation and ion diffusion, different supercells, which are specified in the respective sections, were used and the k-point grid was scaled accordingly in each lattice direction. The electronic structure was converged to $1 \times 10^{-5}$ eV, applying a plane-wave cutoff energy of 450 eV. The migration barriers for intercalation and bulk diffusion were obtained by applying the climbing image Nudged Elastic Band (NEB) method.\textsuperscript{37} Most NEB calculations were performed using three distinct images along the pathway with a few requiring additional images, while all forces
on the atoms were converged within 0.05 eV Å$^{-1}$.

**Results and Discussion**

**Bulk properties**

First, the bulk properties of the CP were determined by using the PBE functional, the RPBE functional and the RPBE+D3 scheme. The resulting lattice parameters are given in table 1 and show that the inclusion of dispersion effects yields a somewhat more densely packed structure, while the lattice geometry remains essentially unchanged. A comparison with an experimentally determined lattice constant shows that the dispersion corrected cell yields a smaller value than the experiment, whereas without accounting for dispersion effects the observed values are both slightly too large.

To evaluate the stability of the CP, the bulk formation energies, $E_f$, for both approaches were calculated (see table 1) by using the following expression:

$$E_f = \frac{E_{Mo_6S_8} - 6 \times E_{Mo} - 8 \times E_S}{14} \tag{1}$$

Here, $E_{Mo_6S_8}$ represents the total energy of the optimized Mo$_6$S$_8$ phase, whereas $E_{Mo}$ and $E_S$ correspond to the total energies of Mo metal (bcc) and bulk sulfur (S$_8$). Note that the bulk phase of a metal, such as Mo, should be calculated without applying dispersion corrections. As expected, the dispersion corrected calculation shows a slightly more negative bulk formation energy, which may be understood as a consequence of the stronger inter-cluster interactions, while PBE and RPBE yield a nearly identical energy. Still, the RPBE interaction energy is slightly smaller than the PBE interaction energy, as known for many other systems.$^{32,38}$

In Fig. 2, the total energies of the three different exchange–correlation schemes are depicted as a function of the lattice parameter. Both PBE and RPBE show a qualitatively al-
most identical behavior with a small slope towards larger lattice parameters. The RPBE+D3 system, on the other hand, shows a stronger increasing energy towards larger lattice parameters. In the following, we are typically comparing results within the RPBE+D3 setup to calculations using PBE as standard reference setup.

Surfaces

As the next step, the (100), (110) and (111) surfaces of the CP were examined. At this point it has to be noticed that the surface terminations of the CP are most stable if all clusters are kept intact. Surfaces calculations with broken clusters, even if nominally smoother than

Table 1: Lattice constants and bulk formation energies for bulk Mo₆S₈ as obtained by using three different exchange–correlation functionals.

<table>
<thead>
<tr>
<th></th>
<th>RPBE+D3</th>
<th>RPBE</th>
<th>PBE</th>
<th>exp⁴⁹</th>
</tr>
</thead>
<tbody>
<tr>
<td>lattice (Å)</td>
<td>6.32</td>
<td>6.53</td>
<td>6.48</td>
<td>6.43</td>
</tr>
<tr>
<td>Δ to exp</td>
<td>-0.11</td>
<td>0.10</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>angle (°)</td>
<td>91</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>E_f (eV/at)</td>
<td>-1.26</td>
<td>-1.09</td>
<td>-1.10</td>
<td>/</td>
</tr>
</tbody>
</table>
the surfaces with complete clusters, are associated with significantly higher surface energies. Hence here we only report surface energies for CP surfaces with intact Mo₆S₈ clusters. Each surface was modeled by three cluster layers with the top and bottom layer being relaxed, while a vacuum of 20 Å was placed between them.

The surface energies for the investigated surfaces were calculated following Eqn. 2:

\[
E_{surf} = \frac{E_{slab} - nE_{Mo_6S_8}}{2 * A}
\] (2)

Here, \(E_{slab}\) and \(E_{Mo_6S_8}\) represent the total energy of the slab and the bulk phase, whereas \(A\) corresponds to the surface area.

The surface energies that were obtained for the dispersion corrected case are in qualitative agreement with the calculations excluding dispersion effects, as can be seen in Tab. 2. Specifically, in both cases the (100) surface was observed to be the most stable one and was thus chosen for all further surface studies. Interestingly, the surfaces were found to be more stable without including dispersion forces in the calculation. This fact can be understood as a consequence of the higher cohesive energies upon including dispersion corrections so that the creation of surfaces by cleaving the CP crystal becomes energetically more costly.

To evaluate the contributions of the different surfaces with respect to the shape of crystallites, a Wulff plot using the surfaces energies was determined, as illustrated in Fig. 3. It is evident that the (100) surface dominates the crystal shape. In fact, for the dispersion corrected system it accounts for 78 % of the total surface area, while in the PBE case it even amounts to 92 %.

**Table 2: Surfaces energies calculated with the different functionals (in meV/Å²).**

<table>
<thead>
<tr>
<th></th>
<th>RPBE+D3</th>
<th>PBE⁴¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100)</td>
<td>60</td>
<td>24</td>
</tr>
<tr>
<td>(110)</td>
<td>78</td>
<td>33</td>
</tr>
<tr>
<td>(111)</td>
<td>130</td>
<td>42</td>
</tr>
</tbody>
</table>
Figure 3: Wulff plot for the surface energies in the CP, with the (100) termination colored in yellow accounting for 78% of the total surface area in the dispersion corrected system.

**Intercalation**

To this day, the only cation that is commonly used in experimental setups with the CP is Mg. To allow for direct comparison with earlier studies, the intercalation process for Mg into the CP was analysed, using an adsorbed MgCl$^+$ molecule as starting point for the diffusion process. In fact, previous studies did not take dispersion forces into account and observed a two-step intercalation process, with the first step corresponding to the bond breaking between Mg and Cl with a barrier of 0.2 eV, whereas the second step showed a bulk-like diffusion with a barrier of about 0.4 eV. Thus, the overall barrier of the full process amounted to about 0.5 eV. In our study, only one intercalation step is observed, for which the diffusing Mg ion has to overcome a barrier of 0.34 eV to enter into the CP (see Fig. 4). As expected, the endpoint of the diffusion path is energetically more stable than the starting point, proving that the intercalation is indeed favorable. Note that the intercalation barrier determined in this study is much smaller than the one in previous works and points to a more favorable intercalation process. The observed difference is a direct consequence of the dispersion interaction, as the first step of the above described process is obsolete in the dispersion corrected calculations. This is due to the fact that the adsorbed state lies already deeper in the surface with the Mg–Cl bond being already broken.
Figure 4: RPBE-D3 derived potential energy curve of the intercalation pathway of Mg (stemming from an adsorbed MgCl) into the (100) CP surface.

Figure 5: (a) Visual representation of the diffusion pathways a, b and c. Each leads from one inner ring position (green) inside a cavity over the outer ring positions (red) into the neighboring cavity with the next inner ring position. (b) View along the c-lattice direction showing the arrangement of the inner (green) and outer (red) ring positions.
After elaborating on the differences in the kinetics of the insertion process, the specific mechanism of Mg intercalation into Mo₆S₈ will now further be discussed. From literature it is well-known that two different sites are available for Mg intercalation, the so-called inner and outer ring positions. The inner ring positions are coordinated with eight sulfur atoms, each being the corner of one CP cluster, with altogether 6 possible positions on each inner ring, shown as green spheres in Fig. 5. These positions are nearly degenerate, separated by a barrier of \( \approx 0.1 \text{ eV} \). The outer ring positions lie in the channels formed by four cluster edges around the inner ring and have two possible sites per channel with altogether six channels surrounding the inner ring (red spheres in Fig. 5). These outer ring sites are also expected to be degenerate. In agreement with earlier studies, our dispersion corrected calculations find an inner ring position to be the most stable site for the insertion of the first Mg ion, with the six possible positions being essentially energetically equivalent. This was confirmed by placing the Mg cation in all available inner and outer ring positions and comparing the corresponding system energies. As for our previous results, here we also seek comparison to our calculations that are based on the PBE setup. Interestingly, these yield the same energetics for inner and outer ring positions. However, the outer ring sites are found to be only 0.19 eV less stable than the inner ring sites, whereas for the RPBE+D3 approach the difference amounts to 0.56 eV, thus indicating significant differences for the Mg diffusion. For the second intercalated Mg ion, again all different possibilities were evaluated, now finding an outer ring position to be the most favorable site, as the inner ring is too crowded with two occupied sites. With one Mg already sitting on a inner ring site, the outer ring site which is furthest away from this site is found to be the most stable one for the second Mg. This results in more and less stable combinations of inner and outer ring sites. For the determination of the voltages, we always chose the most stable combination in which there was the maximum possible distance between the ions. To allow for direct comparison to earlier studies as well as to experimental data, the corresponding insertion voltages with respect to the corresponding metal anodes have been determined for each intercalation step,
Figure 6: Calculated insertion voltages (in V) for a variety of different metal ions $M^{n+}$ as a function of the metal loading $x$ for $M_x Mo_6 S_8$, determined using Eq. 3 and a) the RPBE+D3 functional, b) the PBE functional.

According to

$$V_{M,x} = -\frac{E_{M_x Mo_6 S_8} - E_{M_{x-1} Mo_6 S_8} - E_M}{z_M}$$

(3)

Here, $E_{M_x Mo_6 S_8}$ is the energy of the CP system containing $x$ atoms of metal M per $Mo_6 S_8$ formula unit, whereas $E_{M_{x-1} Mo_6 S_8}$ corresponds to the energy of the system holding $x - 1$ metal atoms. $E_M$ is the bulk energy per atom for the respective metal and $z_M$ is the specific charge of the metals cation. Note that this insertion voltage corresponds to the open circuit voltage when the corresponding metal is used as the anode.$^{43,44}$

The resulting voltages for the first two ionic intercalation steps of Mg are shown in Fig. 6a, amounting to $\sim 1.6$ and $\sim 1.3$ V, respectively, using the RPBE+D3 functional. This is in decent agreement with the experimental values of 1.0–1.3 V.$^{13}$ For comparison, the Mg insertion voltages were also determined without dispersion correction (see Fig. 6b). For the PBE reference, slightly lower values of $\sim 1.1$ and 1.0 V have been obtained, indicating a smaller voltage difference between the insertion of the first and the second Mg atom. Additionally, the voltages were calculated for the RPBE functional without considering dispersion effects (not shown in Fig. 6 ). This resulted in voltages of 0.9 and 0.8 V for the two intercalation steps, i.e., slightly smaller values than calculated with PBE.

As a next step, Li, Na, K, Ca, Zn and Al intercalation was also considered with and without dispersion corrections to derive chemical trends and further elucidate the effect of
dispersion corrections. To identify the most stable intercalation sites, all possible configurations for the insertion of the different charge carriers were again investigated in the previously specified way. Note that the maximum number of inserted charge carriers is chosen with respect to their formal charge, thus meaning the insertion of up to four monovalent, two divalent and one trivalent charge carrier. As expected, the most stable intercalation sites were observed to be the same for all metals, with the first cation filling one of the inner ring positions, and the others consecutively filling up the outer ring positions in each lattice direction while for the second and third keeping a maximum distance to the atom on the inner ring.

For all divalent ions, the same configurations as for Mg have been observed to be the most stable ones and were evaluated to determine the corresponding insertion voltages (see Fig. 6). In the case of Ca a voltage increase as compared to the insertion of Mg is observed, which is more pronounced in the dispersion corrected systems for both insertion steps. The calculations of Juran et al.\textsuperscript{45} reach a voltage of 2.1 and 1.8 V for the respective intercalation steps of Ca using the HSE functional which agree reasonably well with our values of 2.5 and 1.4 V for the dispersion corrected systems, as well as 1.9 and 1.4 V for the uncorrected PBE reference calculation. Zn, on the other hand, shows voltages below 1 V, again with slightly higher values for the dispersion corrected case. For Zn, there is an experimentally reported voltage of 0.3-1.0 V\textsuperscript{46} into which the dispersion corrected values of 0.9 and 0.6 V fit well, while the non-corrected PBE results of 0.2 and 0.4 V obviously underestimate the intercalation energies. Al shows a similar behavior with values of 0.7 V (RPBE+D3) and 0.4 V (PBE) for the intercalation of one Al ion, again agreeing rather well with the experimentally reported value of 0.5 V.\textsuperscript{47} Formally only 1.3 Al ions can be intercalated per unit cell (4 electrons limit per CP unit), which is confirmed by the fact that the intercalation of a second Al into the CP is found to be energetically unfavorable.

For the monovalent ions, the above described most stable arrangements were investigated. Interestingly enough, the intercalation of the second monovalent ion is found to be unstable,
which is also supported by previous experimental studies that show a voltage plateau between $x=1$ and $x=3$. A possible reason for this might be that the distortion due to one filled outer ring position is energetically more expensive as distortions in two or three lattice directions.

Therefore, insertion voltages have only been evaluated for the stable configurations (i.e., with $x=1$, $x=3$ and $x=4$) of the monovalent metals Li, Na and K, again using Eq. 3. The first intercalation step for Li, Na and K shows significantly increased voltages as compared to the multivalent ions (see Fig. 6). Moreover, the dispersion corrected RPBE+D3 calculations again yield a larger voltage (over 2.5 V for all monovalent metals) as the PBE case (the first step results in a voltage of about 2.1 V for all monovalent metals). Furthermore, with increasing cation concentration the voltage is decreasing, with a more drastic decrease for the larger cations.

**Ion mobility**

While the surface properties determine the kinetics of the insertion into the electrode, the cation diffusion through a material is determined by its bulk properties. The diffusion barriers for charge carrier migration inside the bulk CP are also of great interest and were therefore determined for the above discussed series of charge carriers (Mg, Ca, Li, Na, K, Zn and Al). The comparison of the different metals allows the investigation of the factors that determine the diffusion kinetics in the CP.

Before extending the study to all investigated charge carriers, the case of Mg will be discussed in detail. As elaborated above, the most stable position for one Mg ion in the CP bulk phase is an inner ring position. From there it can diffuse in the three lattice directions a, b and c by passing over two outer ring positions to the next inner ring site. The different spatial diffusion pathways are depicted in Fig. 5 and it can be seen that the c pathway is the same for all combinations of start and end site on the inner ring, because the inner ring is perpendicular to the diffusion pathway.

This is not the case for pathways a and b as some of their inner ring positions lie near the
Figure 7: Barriers for Mg diffusion along the a, b and c pathways determined with the RPBE+D3 functional. The lines serve as a visual guide.

Edge of the transition cavity and the whole inner ring is parallel to the diffusion direction. Here, depending on the initial site, the Mg might diffuse directly or via a neighboring inner ring site, resulting in a few different possible diffusion pathways. For our calculations we thus placed the Mg in the inner ring position closest to the transition cavity for the pathways a and b as to exclude inner ring diffusion from the pathway. After extrapolation all three pathways showed a barrier of about 0.88 eV (see Fig. 7), which is due to the fact that the transition state for the different pathways is almost identical.

The transition state for all diffusion paths lies between the two outer ring positions in a transition cavity. This bottleneck is formed by the place in which the cation has to pass two opposite sulfur corners of the CP cluster and is characterized by the distance between the diffusing cation and these sulfur atoms. For pathway a and b the distances to the first sulfur atom amount to 2.32, while the second one is slightly further apart (2.35 Å). Hence, the cation is shifted away from the central position, which is a consequence of the asymmetric path. For the c pathway, the distance to both sulfur atoms corresponds to 2.30 Å, which then leads to the symmetrical transition state.
To elaborate on the direct consequences of the dispersion correction, the Mg migration pathways have also been calculated utilizing the PBE functional – i.e., without accounting for dispersion effects. Their heights were 0.31 and 0.38 eV for a/b and c respectively. Note that earlier PBE studies found diffusion barriers of 0.5 eV, 0.27 eV, and 0.51 eV. All these barrier heights are significantly smaller than those obtained using the RPBE+D3 functional. At first sight, this does not seem to be too surprising considered the fact that also the PBE intercalation energies are considerably smaller than those determined with the RPBE+D3 functional which indicates that PBE yields a weaker interaction and thus also smaller barrier heights.

However, one also has to take into account that these two different functionals produce different lattice constants for the CP phase. The distance to the sulfur atoms in the PBE calculation amount to 2.38 and 2.41 Å for pathway a and b, while 2.35 Å are obtained for both distances in pathway c. This leads to an about 0.05 Å larger Mg–S separation compared to the dispersion corrected cases. Although this seems to be a rather small change, one has to consider that the decrease in the lattice spacing might more significantly influence the energetics in the bottleneck of the diffusion pathway between the two sulfur atoms which the cations have to pass at the transition state of a diffusion process.

In order to check whether indeed this narrowing has an effect on the diffusion barriers, dispersion corrected NEB calculations were performed on the PBE optimized structure. If the increased barriers were mainly due to specific dispersion interactions one would also expect increased barriers for this scenario. On the other hand, NEB calculations using the PBE functional without dispersion corrections were conducted on the RPBE+D3 optimized structure. Indeed, in the first case, a barrier of 0.43 eV was observed, which is only slightly higher than the corresponding PBE calculated barrier of 0.31 eV. For the second case, the barrier amounted to 0.80 eV and was thus almost as high as the 0.88 eV obtained in the RPBE+D3 calculation. This comparison convincingly highlights that it is indeed the geometry of the CP, particular the distance between the Mo₆S₈ clusters and thus the size of
Figure 8: Charge density difference plot of the transition state calculated with RPBE+D3. Accumulation of charge is shown in red and depletion in green.

the bottleneck, which determines the height of the barriers. Consequently, already small differences in lattice constant may have a quite significant impact. This can be understood based on the notion that the increase in the potential energy close to the transition state is mainly mediated by Pauli repulsion which is exponentially increasing upon lowering the distances. This would then explain the sensitive dependence of the diffusion barrier on the lattice spacing.

To complete this discussion, the diffusion path was also determined with the RPBE functional, yielding a barrier of 0.55 eV, i.e., somewhat higher as for the PBE scenario. On the other hand, when using the RPBE setup for a NEB calculation based on the PBE and RPBE+D3 geometry, barriers of 0.47 and 0.81 were obtained, respectively. This agrees well with the above discussed results, again pointing to the fact that the available space at the transition state configuration is the most important factor influencing the barrier height. It has to be emphasized that these findings show the importance of the dispersion forces for the atomic distances in the CP phase, whereas the difference in barrier height is neither directly the result of an enhanced dispersion interaction at the transition state, nor a straight
Figure 9: Minimum energy pathways for the investigated charge carriers along pathway c, calculated with the RPBE+D3 setup (a) and with the pure PBE functional (b).

consequence of the particular exchange-correlation functional.

For gaining further understanding of the transition state, charge density difference plots have been determined. In Fig. 8 we can see that most of the charge density difference is located on the sulfur cage edges closest to the diffusing Mg. The shape of the charge distribution is qualitatively very similar for the three investigated functionals, therefore only the RPBE+D3 results are depicted. It can be observed that the distorted cube shape of the chevrel clusters is mirrored in the distorted cube shape of the charge density difference, while charge accumulation is visible on the sulfur edge atoms (red). These atoms form the before mentioned bottleneck and this charge accumulation together with the corresponding Mg–S distances may thus be understood as the decisive factor for the transition state energy and hence the barrier.

Finally, in order to investigate the chemical trends in the diffusion behavior for various charge carriers, the bulk migration barriers for the previously discussed charge carriers were determined and compared. Due to its symmetry, pathway c was selected for these NEB calculations. Again, to allow for comparison the corresponding barriers were calculated using both the RPBE+D3 and the PBE functional and all resulting minimum energy pathways are depicted in Figs. 9a and b. As in the case of Mg, the NEB results show a distinct maximum in the middle of the pathway: *i.e.*, for the bottleneck of the charge carrier diffusion. For all charge carriers, the barriers calculated with the PBE functional are lower than their
Figure 10: Correlation between ionic radius (in Å) and the diffusion barrier of pathway c (in eV) for various charge carriers, determined using the RPBE+D3 functional (a) and the PBE functional (b).

RPBE+D3 counterparts, again, pointing to geometric constraints as the determining factor for the barrier height.

Interestingly, a closer investigation of the obtained diffusion barriers for the different metals in the CP shows a direct correlation between the ionic radius and the diffusion barrier of the charge carrier. As can be seen from Fig. 10, this linear correlation is well fulfilled for both RPBE+D3 and PBE calculations. There are still slight discrepancies from a perfect scaling. The monovalent Li ion has a slightly smaller barrier than the divalent Mg and Zn ions, while they all exhibit a similar ionic radius, hence a smaller charge leads to a slightly smaller diffusion barrier. Still, it can be concluded that the ionic radius is indeed the most important factor for the charge carrier diffusion in the CP. This strong dependence of the diffusion barriers on the ion size of the charge carriers confirms that the chevrel phase exhibits unique characteristics, as far as the ion mobility is concerned. Our calculations provide strong evidence that this ion mobility is governed by geometric restrictions, i.e., by the available space at the transition state for diffusion. It is important to realize that ion mobility in the chevrel phase, which consists of an assembly of large, relatively inert building blocks, is governed by factors that are different from those that are critical for, say, oxides and sulfides in the spinel structure.$^{10,12}$

Furthermore, as it is very likely that dispersion contributes to the interaction between the
Mo$_6$S$_8$ clusters in the chevrel phase, previous calculations may have overestimated the lattice spacing in the chevrel phase by not taking the dispersion interaction into account and thus underestimated the height of the diffusion barriers. Consequently, our findings indicate that the ion mobility in the chevrel phase might be lower than suggested from previous electronic structure calculations.

**Conclusions and Summary**

The properties of the Mo$_6$S$_8$ chevrel phase as a cathode material for Mg ion batteries have been revisited based on density functional theory calculations, in particular considering dispersion corrections. Experimentally determined Mg insertion voltages are satisfactorily reproduced, including dispersion corrections in the exchange-correlation functional,. The additional attractive dispersion interaction leads to a small contraction of the lattice constant of the chevrel phase which, however, has a significant impact on the height of the diffusion barriers of charge carriers in the chevrel phase. Using different computational setups with and without dispersion corrections we have shown that the increase in the diffusion barrier height is not directly mediated by the additional attractive dispersion interactions, but rather by space limitations at the transition state for diffusion. This notion is further supported by our findings that the diffusion barrier heights scale linearly with the size of the migrating ions, almost independent of their charge. This predominant size dependence of the ion diffusion barrier appears to be a unique feature of the chevrel phase. Furthermore, our findings suggest that previous computational studies that did not take dispersion interaction into account underestimated the ion diffusion barriers in the chevrel phase and thus overestimated the ion mobility in this material.
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