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Abstract

Δ-self–consistent–field (Δ-SCF) methods have proven to be reliable computational tools for the assignment and interpretation of photoelectron spectra of isolated molecules. These results have increased the interest for Δ-SCF techniques for electronic excited states based on improved algorithms that prevent convergence to ground states. In this work, one of these Δ-SCF improved algorithms is studied to demonstrate its ability to explore the molecular properties for excited states. Results from Δ-SCF calculations for a set of representative
molecules are compared with results obtained using time–dependent density functional theory and single substitution configuration interaction method. For the $\Delta$-SCF calculations, the efficacy of a spin–purification technique is explored to remedy some of the spin–contamination presented in some of the SCF solutions. The obtained results suggest that the proposed projection–based SCF scheme, in many cases, alleviates the spin–contamination present in the SCF single determinants, and provides a computational alternative for the efficient exploration of the vibrational properties of excited states molecules.

1 Introduction

Electronic excited states play a critical role in fields as varied as photochemistry, analytical chemistry, materials science, and biology. Insights into photochemical and photophysical processes are often reliant on information of excited–state potential energy surfaces. In such cases, electronic excitation lead to geometry changes. Based on vibrational modes’ dependence on the potential energy surface (PES), variations may generate different vibrations, induce forbidden transitions, or facilitate non–adiabatic coupling. Despite advancements in experimental techniques involving exited–state molecules, there is a need for accurate and efficient computational routes to excited–state geometries and electronic structure of molecules.

More precise descriptions of excited states can be obtained by multiconfigurational methods. In multiconfigurational methods, the wavefunction is formed based on the ground–state Slater determinant and substituted determinants that are constructed via swaps of occupied with virtual orbitals. In such methods, Slater determinants are weighted by expansion coefficients obtained variationally by diagonalizing the Hamiltonian matrix. These expansion coefficients and the spin–orbitals are further optimized in the SCF, which makes addressing large systems prohibitively expensive computationally.

On the other hand, the Kohn–Sham framework offers a density–based approach framed as time dependent Density Functional Theory (TD-DFT). In TD-DFT, the complicated many–body time-dependent Schrödinger equation is reformulated by a set of time–dependent single–
particle equations whose orbitals yield the same time–dependent density. Due to its efficiency and relatively black box implementation, TD-DFT has been the method of choice for most excited state calculations and has achieved massive success in different areas.\textsuperscript{24–39}

Among the methods based on Slater determinants, Configuration Interaction (CI) with only single orbital substitutions and TD-DFT are among the candidates for addressing large molecular systems. In many cases, these models provide enough information for the characterization of excited–state systems, yet they both suffer from limitations. Configuration Interaction Singles (CIS) neglects important contributions to electron correlation and, since only single substitutions are considered, CIS cannot describe doubly excited states.\textsuperscript{40} On the other hand, the available TD-DFT approximations give substantial errors for excited states of molecules with extended $\pi$–systems,\textsuperscript{41,42} and cannot accurately describe double excitations or charge–transfer (CT) states.\textsuperscript{43–45}

One way to describe excited–states is through $\Delta$-SCF methods. In $\Delta$-SCF methods, the excitation energy is obtained by taking the difference between two SCF solutions corresponding to the excited and ground state.

Variational computational chemistry methods based on Slater determinants built of spin–orbitals provide a foundation for defining and computing SCF, configuration–interaction, and other types of post Hartree–Fock wave–function approximations. In general, computational quantum chemistry methods based on spin–orbitals produce reasonable approximations for the description of molecular excited–states.\textsuperscript{46–48} In particular, computational methods based on the Hartree–Fock (HF) and Kohn–Sham (KS) models have proven effective in calculating binding energies, excitation energies, and corresponding transition probabilities.

In recent years, Gill and coworkers reintroduce the idea of SCF calculations for excited–states using the maximum overlap method (MOM), which was further upgraded to the initial maximum overlap method (IMOM).\textsuperscript{49,50} This concept has been used to explore various electronic and structural properties in molecules.\textsuperscript{49–59} In such methodologies, standard ground–state SCF algorithms are used to find a stationary point in the SCF space that maximizes the overlap with an initial guess set of occupied molecular orbitals. However, these low–cost approaches often
suffer from a number of challenges, including convergence difficulties and variational collapse. Recently, the projected initial molecular overlap method (PIMOM), an interpretive tool based on MOM and IMOM, was shown to overcome some of the challenges of the previous algorithms and providing better chemical and physical understanding for the maximum overlap models. In fact, the projection based framework provides a convenient connection to population analysis.

Although $\Delta$-SCF methods provide a computationally feasible approach, they may result in broken-symmetry (BS) solutions. The BS determinant often shows a mixture of different spin-pure configurations and results in spin contaminated states. Errors corresponding with these solutions may results in a significant change in the energies, demanding a way to remedy those errors. Correcting spin contaminated states can be done using spin-projection methods. Among other methods, the proposed approximate projection (AP) technique by Yamaguchi has been successfully used in correcting spin-contamination errors.60–65

In this work, the usage of the PIMOM framework for geometry optimization and frequency calculation of excited-states molecules is explored. An overview of the method and computational details are given in Section 2. Assessment of the method in evaluating properties of optimized electronic excited states as well as exploring the effect of approximate spin-purification procedure is explored in Section 3. Final remarks and conclusions are given in Section 4.

2 Methods

2.1 Initial Projected Maximum Overlap Method

Standard self-consistent-field eigenstates solutions are achieved by iteratively solving the following equation,

$$\mathbf{F}\mathbf{C} = \mathbf{S}\mathbf{C}\varepsilon$$

(1)
where $\mathbf{F}$ is the Fock matrix, $\mathbf{C}$ is the molecular orbital (MO) coefficients matrix, $\mathbf{S}$ is the overlap matrix in the atomic orbital basis, and $\mathbf{\epsilon}$ is the orbital energy vector. The conventional way of solving this eigenvalue problem is by diagonalizing $\mathbf{F}$, obtaining a new set of MOs and filling the lowest MOs using the Aufbau principle until convergence. SCF excited–state solutions may be produced by imposing additional control over the spin–orbitals through symmetry restrictions, overlap matching, inclusion of additional constraints on Lagrangian functions and other means.\textsuperscript{66–74}

A practical strategy for accessing excited–states solutions may be incorporated in the $\Delta$-SCF methods where a projector operator that dictates the orbitals’ ordering is used instead of the Aufbau principle. The $\Delta$-SCF method’s algorithm begins by defining the target system’s density projector, $\mathcal{P}_{\text{target}}$,

$$
\mathcal{P}_{\text{target}} = \sum_{i} \left| \phi_{i}^{\text{target}} \right\rangle \langle \phi_{i}^{\text{target}} \right| .
$$

(2)

In the MO basis of the current SCF cycle, Eq. (2) reads

$$
P_{pq}^{\text{target}} = \langle p | \mathcal{P} | q \rangle = \sum_{i} \langle p | i^{\text{target}} \rangle \langle i^{\text{target}} | q \rangle ,
$$

(3)

Eq. (3) may be rewritten as

$$
P_{pq}^{\text{target}} = \sum_{i} \sum_{\mu \nu} \sum_{\lambda \sigma} C_{\mu p}^{\lambda i} C_{\sigma i}^{\lambda} P_{\text{target}}^{\mu \sigma} C_{\sigma v q},
$$

(4)

where $S_{\mu \nu} = \langle \mu | \nu \rangle$ are the AO overlap matrix elements. In Eq. (4), the target density matrix in the AO basis may be expressed as $P_{\mu \nu}^{\text{target}} = \sum_{i} C_{\mu i}^{\text{target}} C_{\nu i}^{\text{target}}$. Thus, Eq. (4) may be written in matrix form as

$$
P_{(MO)}^{\text{target}} = \mathbf{C}^{T} \mathbf{S} \mathbf{P}_{\text{target}} \mathbf{S} \mathbf{C},
$$

(5)

where the subscript "MO" has been included to clearly indicate that the resultant density matrix is given in the current MO basis. Using this equation, the metric employed in the $\Delta$-SCF method to order the MO orbitals is given by

$$
s_{p} = \sum_{q} P_{pq}^{\text{target}} .
$$

(6)
Similar to the IMOM procedure, different SCF excited–state solutions are accessed by generating $s_p$ values using an initial vector state guess. Δ-SCF methods add an additional constraint to the SCF procedure by anchoring the initial guess vector state and projecting it in the vector state of each SCF cycle. Since the projection is defined using an initial vector space, it is crucial that the initial guess resembles the desired excited state.

2.2 Approximate Projection Method

The effect of spin contamination on the calculated electronic excited states is investigated. For this purpose, the Yamaguchi approximate projection (AP) model was employed. Our group has expanded the AP model to include analytical first and second derivatives. In fact, several works have shown the effectiveness of this model and demonstrated the condition for which this model is suitable. To carry out AP calculations, two converged determinants are required: (1) a broken–symmetry state, i.e., the contaminated state, and (2) a spin–pure high–spin state. Using those determinants, the AP energy expression is constructed as follows:

$$E_{AP} = \alpha E_{LS} + (1 - \alpha)E_{HS}$$

where

$$\alpha = \frac{\langle S_{HS}^2 \rangle - S_z,LS(S_z,LS + 1)}{\langle S_{HS}^2 \rangle - \langle S_{LS}^2 \rangle}$$

Subscript low–spin (LS) refers to (broken–symmetry) low-spin state, and high–spin (HS) corresponds to (spin-pure) high-spin state.

$$\alpha^* = \frac{\langle S_{pure}^2 \rangle - \langle S_{\Delta-SCF}^2 \rangle}{1 - \langle S_{\Delta-SCF}^2 \rangle} \times 100$$

Using the contamination percentage $\alpha^*$ shown in Eq. 9, excited states suffering from heavy spin contamination were identified and assessed for spin purification.
2.3 Computational Details

The results obtained with Δ-SCF methods are reported below and compared with results obtained with CIS, TD-DFT, and experimental data. All Δ-SCF ground and excited–state structures were optimized using Becke’s three–parameter hybrid functional with Lee–Yang–Parr correlation (B3LYP) and Hartree–Fock method. Four different basis sets have been used, 6-311G, 6-311++G(d,p), aug-cc-pVDZ, and aug-cc-pVTZ. All Δ-SCF results were obtained using the PIMOM method as implemented in a local development version of Gaussian.

Molecular geometries for ground–state structures were optimized using standard methods and the reported potential energy minima were verified using analytical second–derivative calculations. The ground–state minimum structures were used as a starting point for excited state optimization using Δ-SCF, CIS, and TD-DFT methods. Those were also verified using analytical second–derivative calculations. Initial electronic structure guesses for Δ-SCF calculations were generated by permuting orbitals of the ground–state converged wavefunction resembling the desired excited–state. AP–Δ-SCF calculations and optimizations were carried out on the spin contaminated systems and verified using analytical second–derivative calculations.

3 Results and Discussion

3.1 Data Set

Excited–state computation tools are expensive and somewhat limited compared to the ground–state toolbox, especially for polyatomic molecules. The purpose of this study is to investigate the modified SCF algorithm, PIMOM, to access different excited states, as well as describe their spectroscopic properties in specific, fundamental vibrational frequencies. This data set was chosen based on available experimental results from gas–phase spectroscopy and can be carried out using the two well–known, relatively feasible, CIS and TD-DFT methods. Furthermore, this data set was chosen to contain a variety of types of excited states and spin multiplicities. The test set
used here contains di- and polyatomic molecules.

### 3.2 Adiabatic Excitation Energies

**Table 1**: Calculated adiabatic excitation energies (eV) using TD-DFT and Δ-DFT in comparison with the experiment.

<table>
<thead>
<tr>
<th>Sys</th>
<th>Exp.</th>
<th>6–311G TD-DFT</th>
<th>Δ-DFT</th>
<th>6–311++G(d,p) TD-DFT</th>
<th>Δ-DFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BH</td>
<td>2.87</td>
<td>2.75</td>
<td>1.67</td>
<td>2.74</td>
<td>1.69</td>
</tr>
<tr>
<td>BF</td>
<td>6.34</td>
<td>6.13</td>
<td>4.24</td>
<td>6.09</td>
<td>4.31</td>
</tr>
<tr>
<td>SiO</td>
<td>5.31</td>
<td>4.83</td>
<td>4.12</td>
<td>5.20</td>
<td>4.44</td>
</tr>
<tr>
<td>CO</td>
<td>8.07</td>
<td>7.51</td>
<td>6.21</td>
<td>7.95</td>
<td>6.60</td>
</tr>
<tr>
<td>N₂</td>
<td>8.59</td>
<td>7.92</td>
<td>6.97</td>
<td>8.50</td>
<td>7.53</td>
</tr>
<tr>
<td>ScO</td>
<td>2.04</td>
<td>1.35</td>
<td>1.77</td>
<td>2.00</td>
<td>1.72</td>
</tr>
<tr>
<td>BeH</td>
<td>2.48</td>
<td>2.58</td>
<td>2.37</td>
<td>2.56</td>
<td>2.35</td>
</tr>
<tr>
<td>AsF</td>
<td>3.19</td>
<td>2.95</td>
<td>2.96</td>
<td>2.87</td>
<td>2.87</td>
</tr>
<tr>
<td>NH</td>
<td>3.70</td>
<td>3.98</td>
<td>3.64</td>
<td>3.90</td>
<td>3.61</td>
</tr>
<tr>
<td>CrF</td>
<td>1.01</td>
<td>1.47</td>
<td>1.44</td>
<td>1.25</td>
<td>1.23</td>
</tr>
<tr>
<td>CuH</td>
<td>2.91</td>
<td>3.35</td>
<td>2.46</td>
<td>2.98</td>
<td>2.70</td>
</tr>
<tr>
<td>Li₂</td>
<td>1.74</td>
<td>1.93</td>
<td>1.09</td>
<td>1.93</td>
<td>1.07</td>
</tr>
<tr>
<td>Mg₂</td>
<td>3.23</td>
<td>3.45</td>
<td>2.32</td>
<td>3.26</td>
<td>2.26</td>
</tr>
<tr>
<td>PH₂</td>
<td>2.27</td>
<td>2.19</td>
<td>2.13</td>
<td>2.34</td>
<td>2.24</td>
</tr>
<tr>
<td>CH₂S</td>
<td>2.03</td>
<td>2.04</td>
<td>1.64</td>
<td>2.06</td>
<td>1.67</td>
</tr>
<tr>
<td>C₂H₂</td>
<td>5.23</td>
<td>4.92</td>
<td>4.64</td>
<td>4.70</td>
<td>4.38</td>
</tr>
<tr>
<td>C₂H₂O₂</td>
<td>2.72</td>
<td>2.21</td>
<td>1.93</td>
<td>2.42</td>
<td>2.12</td>
</tr>
<tr>
<td>HCP</td>
<td>4.31</td>
<td>3.91</td>
<td>3.74</td>
<td>3.86</td>
<td>3.60</td>
</tr>
<tr>
<td>HCN</td>
<td>6.48</td>
<td>6.02</td>
<td>5.70</td>
<td>5.95</td>
<td>5.59</td>
</tr>
<tr>
<td>C₃H₄O</td>
<td>3.21</td>
<td>2.98</td>
<td>2.64</td>
<td>3.15</td>
<td>2.78</td>
</tr>
<tr>
<td>CH₂O</td>
<td>3.49</td>
<td>3.36</td>
<td>2.79</td>
<td>3.59</td>
<td>3.01</td>
</tr>
<tr>
<td>CCl₂</td>
<td>2.14</td>
<td>-</td>
<td>1.36</td>
<td>1.99</td>
<td>1.29</td>
</tr>
<tr>
<td>SiF₂</td>
<td>5.34</td>
<td>4.85</td>
<td>3.79</td>
<td>5.31</td>
<td>3.96</td>
</tr>
</tbody>
</table>

| MAE  | 0.33 | 0.76  | 0.17 | 0.68 |
| RMSE | 0.38 | 0.96  | 0.23 | 0.86 |

Δ-SCF methods, especially maximum overlap methods, have shown great success in calculating vertical excitation energies. Table 1 shows the adiabatic excited state energies calculated using TD-DFT and Δ-B3LYP with the four basis sets considered. Δ-B3LYP yielded comparable results to TD-DFT, where TD performed better than Δ-B3LYP with mean average errors between 0.42 and 0.52 eV relative to experiment.

Upon increasing the basis set from 6–311G to 6–311++G(d,p), the mean absolute error (MAE)
of calculated adiabatic excitation energies (AEEs) of TD-DFT and \(\Delta\)-B3LYP decreased by 0.15 eV and 0.08 eV, respectively. This improvement can be explained by the addition of polarization and diffuse functions, which provides a better qualitative description for electronic excited states.\(^{112}\)

A similar behavior is observed using Dunning’s basis sets, for which the MAE for both TD and \(\Delta\)-SCF–based calculation decreased by 0.05 upon increasing the basis set from 6-311G to 6-311++G(d,p) and by 0.04 eV upon increasing the basis set from aug-cc-pVDZ, and aug-cc-pVTZ. This improvement is smaller than the one observed with the Pople basis sets, which is not unexpected since both Dunning basis sets use a larger number of polarization and diffuse functions.

In the case of CIS, the MAE ranges between 0.41 and 0.55 eV, which is smaller than the MAE
obtained using $\Delta$-HF, 1.00–1.14 eV, as reported in Table 2. Upon adding diffuse and polarization functions, unlike TD-DFT, the excitation energy accuracy decreased, where the MAE obtained using 6–311G is smaller than the MAE of 6–311++G(d,p) by 0.14 eV. On the other hand, for correlation consistent basis sets, a smaller difference is observed, 0.05 eV, favoring the larger basis set. On the other hand, $\Delta$-HF showed an improved accuracy as the basis set size is increased, where MAE decreased by 0.14 eV with the Pople basis set and 0.12 eV with the correlation consistent basis sets.

Absolute errors in TD-DFT and $\Delta$-B3LYP adiabatic excitation energies are noticeably smaller than those found with CIS and $\Delta$-HF, which is expected due to the correlation effects included in DFT. The AEE obtained using $\Delta$-SCF of the investigated systems here showed an underestimation, which can be attributed to several factors, such as incomplete treatment of relaxation and correlation effect, and spin contamination. In general, the correct description of excited states requires a balanced treatment of orbital relaxation and correlation effects.

Figure 1: Errors in adiabatic excitation energies obtained using (a) $\Delta$-DFT and TD-DFT and (b) $\Delta$-HF and CIS with respect to experiment. RMSE of the adiabatic excitation energies obtained using (c) $\Delta$-DFT and TD-DFT and (d) $\Delta$-HF and CIS with respect to experiment are also reported.
3.3 Vibrational Analysis of the Excited States

![Graphs showing mean absolute errors in vibrational frequencies obtained using (a) \( \Delta \)-DFT and TD-DFT and (b) \( \Delta \)-HF and CIS with respect to experiment. RMSE is also reported for (c) \( \Delta \)-DFT and TD-DFT and (d) \( \Delta \)-HF and CIS.]

The computed excited–state frequencies from all methods gave smaller relative errors than the relative errors of the adiabatic excitation energies. Unlike the computed excitation energies, the mean absolute errors obtained using \( \Delta \)-B3LYP are less than those obtained using the TD-DFT methodology by 11–28 cm\(^{-1}\).

The effect of basis set is less significant in the accuracy of the calculated vibrational frequencies. In the case of the Pople basis sets, the addition of diffuse and polarization functions lowered the MAE by 34 cm\(^{-1}\) and 17 cm\(^{-1}\) for TD and \( \Delta \)-B3LYP, respectively. Dunning style basis sets showed a similar behavior with an increase in accuracy of 8 cm\(^{-1}\) for both TD and \( \Delta \)-B3LYP, respectively. Pople’s basis set, 6–311++G(d,p), gave the lowest MAE of 62 cm\(^{-1}\) with \( \Delta \)-B3LYP and 73 cm\(^{-1}\) with TD.

In general, \( \Delta \)-B3LYP gave superior results to TD with all the basis sets considered. The
lowest MAE was reported using 6–311++G(d,p); thus the discussion will be focused on this basis set. In cases such as the 1 $^1\Sigma_u^+$ state of Mg$_2$, the $v_2(a_1)$ mode of the 1$^1B_1$ of CCl$_2$, and the $v_4(a_1)$ mode of the 1$^1A''$ state of CH$_2$O, Δ-B3LYP yielded remarkably more accurate vibrational frequencies than TD by 22, 36, and 14%, respectively. These results may be due to the incomplete TD-DFT treatment of the correlation effects in the excited states arising from non–valence and degenerate orbitals. On the other hand, in the case of the 1 $^1\Sigma_u^+$ of Li$_2$ and the 1 $^1\Pi$ of CO, Δ-B3LYP gave higher error in the computed vibrational frequencies by 16% and 10%, respectively. These results may be connected to the indirect treatment of orbital relaxation and correlation effects in the Δ-B3LYP calculation where, due to the nature of the calculation, a direct, balanced treatment of these effects cannot be achieved.

Unsurprisingly, CIS and Δ-HF performed worse than TD-DFT and Δ-DFT for calculating excited state vibrational frequencies. The MAE of CIS ranges between 139 cm$^{-1}$ and 142 cm$^{-1}$, higher than the MAE of TD, which ranges between 73 cm$^{-1}$ and 107 cm$^{-1}$. These results may be attributed to the exchange–correlation effects in DFT. This gives DFT a clear advantage over the CIS and HF methods. Δ-HF displayed a MAE that ranges between 112 cm$^{-1}$ and 139 cm$^{-1}$, significantly higher than the MAE obtained using DFT, which attained an uppermost MAE of 79 cm$^{-1}$.

Δ-HF performed similarly or better than CIS in all the cases considered in this data set. For example, for the $v_3(a')$ mode of the CH$_2$S 1 $^1A_2$ excited state, CIS resulted in a 30% error, much higher than the error resulting from Δ-HF, 9%. Also, CIS sustained large errors in describing the excited states of the carbonyl compounds, such as C$_3$H$_8$O, CH$_2$O, and (CHO)$_2$, unlike HF, where the errors were much less for most of the vibrational modes. These examples demonstrate well the advantages and disadvantages of describing excited states using CIS, TD or Δ-SCF. In most cases, Δ-SCF methods presented similar or somewhat improved accuracy in calculating the vibrational frequencies of the considered excited states than CIS and TD-DFT. Detailed tables showing the behavior observed by the different models considered can be found in the supporting information (tables S1-S16).
3.4 Spin Contamination

In many cases, excited states obtained using the $\Delta$-SCF approach are spin contaminated, motivating the examination of spin purification methods.\textsuperscript{59,60,114–116} Among the different spin-purification schemes, the multiplet splitting formula was recently reintroduced to purify open-shell singlet excited state energies.\textsuperscript{59} For our purposes, we considered a variation of this scheme, the approximate projection model of Yamaguchi and co–workers,\textsuperscript{60} as implemented and extended by our lab.\textsuperscript{64,65,75–78}

Using Eq. 9 and a threshold of 5% spin contamination, 17 systems were identified as being spin contaminated with $\Delta$-DFT and explored using the AP model. It is important to note that the AP model is expected to behave well only for situations where the spin contaminated state has only one higher spin contaminant to be projected out. With this in mind, we identified $\text{C}_2\text{H}_2$ and CO as systems inappropriate for this AP approach. Using HF with all the basis sets considered, the triplet state of $\text{C}_2\text{H}_2$ exhibited geometric symmetry breaking, $C_{2h}$ to $C_3$, and the different symmetries of the low- and high-spin states caused difficulties in AP convergence. Using HF/6–311G, CO was also excluded since the triplet also showed significant spin contamination. AP showed a similar performance with all basis sets considered. Thus, we will limit our discussion to the 6-311++G(d,p) basis set. Full details obtained using the other model chemistries are provided in the supporting information (tables S1–S16).

As reported recently, the effect of the AP model on energies was significant for all model chemistries considered.\textsuperscript{59} As shown in Figs. 3 and 4, the MAE for $\Delta$-SCF methods decreased by $\sim$0.4 eV for $\Delta$-DFT and $\sim$0.5 eV for $\Delta$-HF model chemistries. For the specific cases of BF and SiF$_2$, AP–$\Delta$-DFT reduced the error by 0.95 and 0.76 eV, respectively, using 6–311++G(d,p) basis. This highlights the efficacy of AP in treating multi–determinantal states. A similar behavior has been observed for the AP–$\Delta$-HF method, where the error of BF and SiF$_2$ dropped by 1.63 and 0.67 eV, respectively. On the other hand, it is well known that $\Delta$-SCF excitation energies for open–shell singlets, despite the spin contamination, are often unexpectedly accurate.\textsuperscript{49,50,108} This is observed in the cases of CuH, where the error with AP dropped from 0.21 eV to 0.09 eV, and CH$_2$S, where the error decreased by 0.08 eV to reach 0.28 eV.
The noted improvement in the energetics upon spin purification using AP was not observed to the same extent with frequencies (Figs. 3 and 4). AP showed a slight improvement on the calculated vibrational frequencies when diffuse and polarization functions are included in the basis sets, where the MAE decreased by \( \sim 4 \text{ cm}^{-1} \) and the RMSE decreased by \( \sim 11 \text{ cm}^{-1} \). However, in the case of 6–311G, the MAE and RMSE increased by \( \sim 12 \text{ cm}^{-1} \). Interestingly, both \( \Delta \)-DFT and AP–\( \Delta \)-DFT perform better than TD-DFT relative to experiment (see Fig. 3). On the other, the MAE of the frequencies obtained by AP–\( \Delta \)-HF, was \( \sim 4 \text{ cm}^{-1} \) higher than the \( \Delta \)-HF method, but the RMSE was \( \sim 10 \text{ cm}^{-1} \) better than \( \Delta \)-HF method. This suggest that for extreme cases, where the error is high, AP–\( \Delta \)-HF performed better than \( \Delta \)-HF. In brief, it is safe to say that AP–\( \Delta \)-SCF is expected to perform comparably to \( \Delta \)-SCF methods, yet some caution must be taken based on the system under investigation itself. These results are expected and in agreement with a previous study that suggest that this spin projection technique often does not result in large structural changes but can give meaningful changes in energy.\(^{65}\)

Figure 3: Mean absolute errors in Adiabatic Excited Energies and vibrational frequencies obtained using (a) & (b) \( \Delta \)-DFT and TD-DFT. RMSE is also reported for the same models (c) & (d).
Table 3: Adiabatic excitation energies before and after approximate projection on systems with Spin contamination above 5%. 6-311++G(d,p) basis set was used.

<table>
<thead>
<tr>
<th>Sys.</th>
<th>Exp.</th>
<th>TD</th>
<th>Δ-B3LYP</th>
<th>AP–Δ-B3LYP</th>
<th>CIS</th>
<th>Δ-HF</th>
<th>AP–Δ-HF</th>
</tr>
</thead>
<tbody>
<tr>
<td>BH</td>
<td>2.87</td>
<td>2.74</td>
<td>1.69</td>
<td>2.30</td>
<td>2.89</td>
<td>1.50</td>
<td>2.68</td>
</tr>
<tr>
<td>BF</td>
<td>6.34</td>
<td>6.09</td>
<td>4.31</td>
<td>5.26</td>
<td>6.54</td>
<td>4.51</td>
<td>6.54</td>
</tr>
<tr>
<td>SiO</td>
<td>5.31</td>
<td>5.20</td>
<td>4.44</td>
<td>4.83</td>
<td>6.09</td>
<td>3.74</td>
<td>3.97</td>
</tr>
<tr>
<td>CO</td>
<td>8.07</td>
<td>7.95</td>
<td>6.60</td>
<td>7.37</td>
<td>8.74</td>
<td>7.00</td>
<td>8.63</td>
</tr>
<tr>
<td>N₂</td>
<td>8.59</td>
<td>8.50</td>
<td>7.53</td>
<td>8.03</td>
<td>9.45</td>
<td>8.06</td>
<td>8.83</td>
</tr>
<tr>
<td>CuH</td>
<td>2.91</td>
<td>2.98</td>
<td>2.70</td>
<td>3.00</td>
<td>3.93</td>
<td>1.42</td>
<td>1.93</td>
</tr>
<tr>
<td>Li₂</td>
<td>1.74</td>
<td>1.93</td>
<td>1.07</td>
<td>1.21</td>
<td>2.10</td>
<td>0.92</td>
<td>1.47</td>
</tr>
<tr>
<td>CCl₂</td>
<td>2.14</td>
<td>1.99</td>
<td>1.29</td>
<td>1.81</td>
<td>2.40</td>
<td>1.07</td>
<td>2.18</td>
</tr>
<tr>
<td>CH₂S</td>
<td>2.03</td>
<td>2.06</td>
<td>1.67</td>
<td>1.75</td>
<td>2.71</td>
<td>0.90</td>
<td>0.92</td>
</tr>
<tr>
<td>Mg₂</td>
<td>3.23</td>
<td>3.26</td>
<td>2.26</td>
<td>2.70</td>
<td>3.34</td>
<td>2.46</td>
<td>3.79</td>
</tr>
<tr>
<td>C₂H₂O</td>
<td>2.72</td>
<td>2.42</td>
<td>2.12</td>
<td>2.31</td>
<td>3.56</td>
<td>3.30</td>
<td>3.31</td>
</tr>
<tr>
<td>HCP</td>
<td>4.31</td>
<td>3.86</td>
<td>3.65</td>
<td>3.83</td>
<td>3.59</td>
<td>2.95</td>
<td>3.26</td>
</tr>
<tr>
<td>CH₃O</td>
<td>3.49</td>
<td>3.59</td>
<td>3.01</td>
<td>3.17</td>
<td>4.10</td>
<td>1.66</td>
<td>1.76</td>
</tr>
<tr>
<td>C₃H₄O</td>
<td>3.21</td>
<td>3.15</td>
<td>2.78</td>
<td>2.87</td>
<td>4.58</td>
<td>1.67</td>
<td>1.73</td>
</tr>
<tr>
<td>SiF₂</td>
<td>5.34</td>
<td>5.31</td>
<td>3.96</td>
<td>4.72</td>
<td>5.96</td>
<td>4.09</td>
<td>5.92</td>
</tr>
<tr>
<td>HCN</td>
<td>6.48</td>
<td>5.95</td>
<td>5.59</td>
<td>5.85</td>
<td>5.95</td>
<td>4.78</td>
<td>5.23</td>
</tr>
<tr>
<td>C₃H₂</td>
<td>5.23</td>
<td>4.70</td>
<td>4.38</td>
<td>4.61</td>
<td>4.49</td>
<td>3.71</td>
<td>-</td>
</tr>
</tbody>
</table>

MAE 0.17 0.86 0.47 0.63 1.22 0.76
RMSE 0.22 0.97 0.52 0.70 1.29 0.91

4 Remarks and Conclusion

4.1 Generating Initial Guess

In MOM–based methods, starting with an initial guess that resembles the desired excited state is crucial to locating it. Previous considerations into the nature of the excited state and its symmetry are the quickest and easiest way to access the desired solution using PIMOM. An orbital permutation from the reference ground state to match the excited state in nature and symmetry suffices in most cases as an initial guess for the PIMOM framework. Nevertheless, in cases where multiple determinants are important for the description of the excited state, any of those are an option for generating the initial guess. For instance, consider the 1¹Π excited state of SiO. TD-DFT shows three configurations involved in representing this excitation, as follows: an amplitude of 0.17162 for the 11α → 13α determinant, 0.67339 for the 11α → 12α determinant, and -0.12437 for the
Figure 4: Mean absolute errors in Adiabatic Excited Energies and vibrational frequencies obtained using (a) & (b) Δ-SCF, and CIS. RMSE is also reported for the same models (c) & (d).

$8\alpha \rightarrow 12\alpha$ determinant. Generating an initial guess by permuting either orbital $11\alpha$ with orbital $12\alpha$ or orbital $11\alpha$ with orbital $13\alpha$, led to a $1^1\Pi$ excited states with a 4.44 eV excitation energy. However, permuting orbital $8\alpha$ with orbital $12\alpha$ led to a $1^1\Pi$ excited state located at 8.20 eV above the ground state. Clearly, either one of the first two permutations led to the correct state. However, in the last solution, though the symmetry of the state may be correct, the energy is off, thus not yielding the desired targeted state. Importantly, we note that using the Natural Transition Orbital (NTO) model to characterize the state, and using those orbitals as initial guess orbitals, led us to the correct state in all cases, including this one. We suggest the NTO model as an approach for generating initial states, particularly in instances where there is no clear one electron transition in the canonical molecular orbital basis.

4.2 Summary

In this paper, we presented a Δ-SCF approach using the PIMOM framework to access adiabatic excited states and describe fundamental properties such as vibrational frequencies. Although TD-DFT and CIS provided a slightly better energetics than PIMOM, the excited vibrational frequencies
obtained with PIMOM were in better agreement with the experiment than either TD-DFT or CIS. The AP model improved the AEE for both DFT and HF and did not have a significant effect on the vibrational frequencies. Since SCF calculations are more affordable than other available excited-state methods, especially for exploring large systems, PIMOM presents a viable computational approach for modeling excited states molecular properties at ground-state computational cost. This work shows the significance of using the AP model to correct the adiabatic excitation energies with having minimal effect on the calculated frequencies. Given the results showed in this work, AP-Δ-SCF technique results in a comparable performance and lower computational cost to single reference excited state models such as, CIS and TD-DFT.

Supporting Information Available

See the supplementary material for details regarding excitation energies and vibrational frequencies summarized in Tables S1–S16. All optimized structures are also provided in the SI.
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