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ABSTRACT  

Monolayer-protected metal nanoparticles (NPs) are not only promising materials with a wide 

range of potential industrial and biological applications, but they are also a powerful tool to 

investigate the behavior of matter at nanoscopic scales, including the stability of dispersions 

and colloidal systems. This stability is dependent on a delicate balance between electrostatic 



and steric interactions that occur in the solution, and it is described in quantitative terms by the 

classic Derjaguin-Landau-Vewey-Overbeek (DLVO) theory, that posits that aggregation 

between NPs is driven by hydrophobic interactions and opposed by electrostatic interactions. 

To investigate the limits of this theory at the nanoscale, where the continuum assumptions 

required by the DLVO theory break down, here we investigate NP dimerization by computing 

the Potential of Mean Force (PMF) of this process using fully atomistic MD simulations. 

Serendipitously, we find that electrostatic interactions can lead to the formation of metastable 

NP dimers. These dimers are stabilized by complexes formed by negatively charged ligands 

belonging to distinct NPs that are bridged by positively charged ions present in solution. We 

validate our findings by collecting tomographic EM images of NPs in solution and by 

quantifying their radial distribution function, that shows a marked peak at interparticle distance 

comparable with that of MD simulations. Taken together, our results suggest that not only 

hydrophobic interactions, but also electrostatic interactions, contribute to attraction between 

nano-sized charged objects at very short length scales.  

INTRODUCTION 

The stability of dispersions and colloidal systems is an important requirement in biological 

environments as well as in the formulation of industrial products, including in manufacturing, 

food, and pharma. This stability is dependent on a delicate balance between the electrostatic 

and steric interactions that occur in the solution, and it is described in quantitative terms by the 

classic Derjaguin-Landau-Vewey-Overbeek (DLVO) theory1. 

The DLVO theory is generally adequate for large particles or in the long-range regime, but at 

smaller (“nano”) length scales, the continuum assumptions required by the DLVO theory break 

down. As a consequence, several discrepancies arise between the DLVO predictions and 

experimental results, due to deficiencies in the appropriate description of solvent polarization2, 

finite size of ions3, and hydration forces 4,5. These discrepancies, generally defined as non-



DLVO forces, can lead to unreliable predictions when the interparticle distance is less than 2 

nm1. 

Self-assembled monolayer-protected nanoparticles (SAM-NPs) have emerged in the last few 

years as a powerful tool to investigate non-DLVO forces6–8. In addition to their extremely 

promising application potential in a variety of fields, including biology9, biomedicine10, 

sensing11, and catalysis12, the chemistry of SAM-NPs makes them particularly well-suited to 

investigate aggregation propensity and dispersion stability of NPs in solution. 

SAM-NPs are nanomaterials consisting of a metal core coated with a ligand shell. This shell, 

composed by thiolate ligands9,13–15 such as alkanethiols16, oligonucleotides17, or polyethylene 

glycols18, defines the boundaries between the NPs and the surrounding environment, and it 

provides the NP with both colloidal stability and specific functionality. As a consequence, the 

physicochemical properties of NPs can be tailored by changing the functional groups, allowing 

to design advanced materials able to exert specific functions19. However, even though this class 

of material is technologically highly meaningful, we still lack a consensus quantitative 

understanding of how surface chemistry, and namely hydrophobicity and charge localization, 

might influence the aggregation energy. 

In fact, as a result of their nanometer scales, NPs are characterized by an extremely high 

surface-to-volume ratio and, therefore, NPs in solution tend to aggregate in order to minimize 

the surface energy, resulting in the rapid settling of the suspension1. Numerous previous studies 

have focused on the role of charges20, solvent ion concentration21, solubility, and wettability22 , 

and it has been demonstrated that the charge and morphology of the ligand shell play a 

fundamental role on determining NPs’ properties23. 

In this context, computer simulations have emerged as a promising approach to evaluate the 

interactions between NPs as well as the underlying molecular details24–29. For example, Monte 

Carlo simulations demonstrated that ligand-mediated short-range attractive interactions 



between monolayer-protected AuNPs can lead to aggregation despite long-range electrostatic 

energy barriers29. All-atom Molecular Dynamics (MD) emphasized that the aggregation energy 

profile between polyethylene coated gold NPs is driven by short-range attraction and 

characterized by a large attractive well25, while coarse grained model demonstrated the effect 

of surface chemistry and coverage on the aggregation of thiol coated AuNPs28. Taken together 

these studies confirmed that hydrophobic interactions are the driving force behind NP 

aggregation, in agreement with the DLVO framework. 

In this work, we investigate NP aggregation as a function of ligand shell chemistry by 

computing the Potential of Mean Force (PMF) of this process using fully atomistic MD 

simulations. Unlike previous reports, we find that charge-charge interactions lead to the 

formation of metastable NP dimers. These dimers are stabilized by complexes formed by 

negatively charged ligands of the two NPs and positively charged ions. We validate our 

findings by collecting tomographic EM images of NPs in solution and by quantifying their 

radial distribution function, that shows a marked peak at an interparticle distance comparable 

with that of MD simulations. Taken together, our results suggest that not only Van der Waals 

forces, but also electrostatic interactions, contribute to attraction between nano-sized charged 

particles at very short length scales. 

 

RESULTS  

Potential of Mean Force between highly charged NPs reveals the presence of a non-DLVO 

metastable minimum. In order to understand the role of the ligand shell composition on the free 

energy of aggregation, we estimated the potential of mean force (PMF) between identical NPs 

using umbrella sampling simulations (see Materials and Methods for details). We used three 

different coatings for the model NPs: 100%OT, random 50%OT:50%MUA (“50%OT”) and 

random 33%OT:67%MUA (“33%OT”). For purely hydrophobic NPs (100%OT), the PMF 



shows that there is no interaction between the two NPs until the distance between their center 

of mass (interparticle distance) is ~3.5 nm; at shorter distances, they start attracting each other 

(Figure 1A). Interestingly, this distance is about twice the length, measured from the NP surface, 

of an OT ligand in its most extended state (Supplementary Information, Figure S1). Moreover, 

according to the computed PMF, the aggregation of 100%OT NPs is a barrierless process 

leading to a primary minimum that is 59.2 kcal mol-1 more stable than the fully separated state. 

This indicates that this primary minimum corresponds to a highly stable aggregated state, in 

agreement with experimental observations22. 

For mixed NPs (50%OT and 33%OT), we observed two major differences with respect to the 

purely hydrophobic 100%OT NPs. First, the stability of the primary minimum with respect to 

the fully separated state is smaller in the presence of charged ligands, being of 42.3 and 38.3 

kcal mol-1 , respectively, for the 50%OT and the 33%OT (Figure 1A). Second, NPs aggregation 

is not spontaneous anymore, and there is an energy barrier, due to the presence of negative 

charges on the NP surface, that must be overcome to reach the aggregated state. This 

“electrostatic” energy barrier for aggregation appears at an interparticle distance ζ ~3.5 nm and 

amounts to 4.4 and 8.7 kcal mol-1 for the 50%OT and 33%OT NPs, respectively (Figure 1A). 

Taken together, our results quantify to what extent the ligand shell composition plays a role in 

determining the aggregation energy, and they are consistent with predictions based on DLVO 

theory, namely that aggregation between NPs is driven by hydrophobic interactions and 

opposed by electrostatic interactions30,31. 



 
Figure 1: Aggregation behavior of surface-functionalized (MUA-OT) gold nanoparticles 
(NPs). (A) Dimerization potentials of mean force (PMFs) between identical NPs.  Light blue: 
100%OT; Green 50%OT; yellow: 33%OT. (B) Density maps for 100%OT NPs at different 
interparticle distances (square: 2.2 nm, circle: 3.5 nm, triangle: 4.2 nm). Top: snapshot of the 
interacting dimer; Middle: hydrophobic density; Bottom: water density. (C) 50%OT and (D) 
33%OT ligand density maps as function of interparticle distance. Top: snapshot of the 
interacting dimer; Middle: hydrophobic density; Bottom: hydrophilic density. 
 

Quite unexpectedly, however, we observed the presence of a secondary minimum in the energy 

profile for the 33%OT NP (Figure 1A, yellow curve). To further investigate this observation, 

we first analyzed the dimers’ geometrical properties. To this end, we calculated separately the 

density of both the hydrophobic and hydrophilic beads as a function of the interparticle distance. 

Figure 1B shows the density maps for the hydrophobic atoms (middle panel) and water (bottom 

panel) in the case of the 100%OT NPs at different interparticle distances. In all the plots, the 

interparticle distance increases from left to right. At short core-core distances (ζ ~2.2 nm), the 

contact site is completely determined by hydrophobic interactions between the OT ligands, and 

water molecules are not able to come close to the geometrical center of the dimer (Fig. 1B, 

left). For intermediate distances (ζ ~3.5 nm), the hydrophobic ligands in the 100%OT appear 

elongated, binding together the dimer (Fig. 1B, center). For larger interparticle distances (ζ 



~4.2 nm), water molecules are able to penetrate and approach the dimer interface and physically 

separate the aliphatic ligands (Fig. 1B, right).  

Figures 1C and 1D show the average density for both the aliphatic chains and the charged beads 

for 50%OT and 33%OT, respectively. For both systems, at the minimum separation distance 

(ζ ~2.2 nm), the contact site is completely hydrophobic (Fig. 1C and 1D, left) and the density 

profile for the hydrophilic ligands shows an accumulation in the boundaries of the interfacial 

region in a ring-shaped fashion. At larger distances (ζ ~3.5 nm), however, important 

differences between the 50%OT and the 33%OT NPs can be observed, as the hydrophilic beads 

in the 50%OT NP do not populate the interfacial region, while for the 33%OT NPs a higher 

hydrophilic density and a general deformation, from ring shaped to disk shaped, can be 

observed in the contact region. This difference in behavior becomes even more pronounced at 

larger distances (ζ ~4.2 nm). 

Overall, this analysis suggests a correspondence between the ligands’ organization at the 

interface, in particular referring to the hydrophilic beads, and the observed presence of a 

metastable minimum in the aggregation PMF. 

 

The metastable dimer of highly charged NPs originates from the complexation between 

charged ligands. From the analysis of the distribution of hydrophilic and hydrophobic ligands 

among the NPs, it appears that the unexpected presence of a distinct minimum in the PMF of 

the 33%OT system at 4.2 nm might originate from the interaction between charged ligands. To 

test this hypothesis, we further investigated the behavior of hydrophilic ligands and counterions 

along the reaction pathway. 

To obtain a better picture on the aggregation pathway for the 33%OT, we explored NP-NP 

behavior for distinctive core-core distances where we observed sudden changes in the energy 

profile: (a) at 2.2 nm, the minimum distance of interaction (Fig. 2A, point a, white); (b) at 3.6 



nm, the aggregation barrier (Fig. 2A, point b, light gray); (c) at 4.2 nm, the newly found 

minimum (Fig. 2A, point c, grey); (d) at 4.6 nm, where the NPs are fully separated (Fig. 2A, 

point d, dark grey). As it can be appreciated in Fig. 2B, as the two NPs separate from each 

other, ligands extend at the interface between the two NPs and interact not only amongst them, 

but also with multiple positively charged sodium ions. 

 
 
Figure 2: The secondary minimum in the NP-NP PMFs is characterized by ion-mediated 
interparticle complexes. A. Potential of mean force of dimerization for 33%OT and 55%OT 
NPs. Selected remarkable points characterizing the energy profile are highlighted: a) first 
minimum; b) first barrier, c) second local minimum, d) completely separated NPs. B. Snapshots 
of the highlighted distances in the PMF. Colors are used to visually separate the NPs in the 
dimer, sodium ions are shown in blue. C. Electrostatic density maps for 33%OT and 50%OT 
at 4.2 nm interparticle distance. D. Pictorial representation of charged ligand-ion-charged 
ligand interparticle complexes. E. Occurrences of charged ligand–ion-charged ligand 
interparticle complexes at different interparticle distances. 
 

To further characterize the role of electrostatic interactions in the aggregation of charged NPs, 

we first computed the electrostatic density maps for two NPs, 33%OT and 50%OT, at 4.2 nm 

interparticle distance, i.e., where the newly found minimum was observed for 33%OT but not 



for 50%OT (Figure 4C). Quite interestingly, the heat maps show that despite the high negative 

charge given by the presence of the NPs, the systems have a net positive charge at the interface, 

and that this charge is higher in the case of 33%OT, further indicating the presence of multiple 

positive sodium ions at the interface between the two identical NPs. 

To better discriminate this behavior at the atomistic level, we next computed the occurrences 

of R-COO-: Na+: -COO-R complexes for both the inter-NPs interactions. We defined the 

formation of a complex when a sodium ion lies within 0.35 nm of two or more carboxylates 

simultaneously (Fig. 2D). Remarkably, we observed that moving away from the primary 

minimum, the two 33%OT NPs engage in multiple 3-mer and 4-mer inter-NP complexes 

involving multiple charged ligands, while this is instead not the case for the 50%OT NPs 

(Figure 2E). 

 

Patterning of ligands on the NP surface modulates the appearance of a metastable minimum. 

Our data suggest that ion-mediated charge-charge interactions between surface ligands 

promote the appearance of a metastable secondary minimum between highly charged NPs 

(33%OT), and that this minimum is absent in NPs with lower charge (50%OT). As this 

phenomenon appears to be driven by the organization of the surface ligands at the interface 

between NPs, we next wondered whether a reorganization of the ligand shell topography could 

lead to a similar behavior even in NPs with overall lower total charge. 

To test this hypothesis, we designed two new distinct surface patterns for the 50%OT NPs: 1) 

Completely asymmetrical “Janus-like” NPs, with all OT ligands in one half of the NPs and all 

MUA ligands on the other side; 2) Striped NPs with MUA patches at the poles and an OT 

ligands strip located at the equator. We next compared these two new patterns with the fully 

random 50%OT we previously investigated (Figures 2 and 3), where OT and MUA ligands are 



randomly distributed throughout the NP surface (Figure S2). Despite the difference in shell 

topography, all NPs have the same OT/ MUA ratio (50%OT, 50%MUA) and charge (-30 qe). 

 
Figure 3: Patterning of ligands on the surface of low-charge NP modulates the appearance 
of a metastable minimum. A-D. NP-NP dimers for JM/M, Striped, Random, and JO/O 
conformation. Left: Representative snapshots. OT: red, MUA: blue. Middle: Ligand density 
maps at the NP-NP interface. Right: effective ligands’ coverage percentage. E. Corresponding 
PMFs; F. Charge density at the NP-NP interface at 4.2 nm interparticle distance. G. 
Occurrences of charged ligand–ion-charged ligand interparticle complexes at different 
interparticle distances 

 

Afterward, we prepared dimers of identical NPs, choosing the relative orientation between the 

NPs to define the number of MUA ligands at the interface. Thus, we arranged the NPs in four 

different ways: 1) a pair of Janus NPs with the MUA side at the interface (JM/M) (Figure 3A); 

2) a pair of striped NPs with the MUA patches at the interface (Figure 3B); 3) a pair of random 

NPs randomly oriented (Figure 3C); and 4) a pair of Janus NPs with the OT side at the interface 

(JO/O) (Figure 3D). To quantify the number of charged ligands at the interface for these 



orientations, we generated ligand density maps at minimum core-core distance (~2.2 nm) 

(Figure 3A-D). In these maps OT and MUA local densities are represented in red and blue, 

respectively, while light color means an equiprobability to find both ligands. The dashed lines 

identify the interface between NPs. From these maps, we quantified the effective ligands’ 

coverage percentage of the interface via a simple sum of the various (OT, red; MUA, blue) 

contributions (Figure 3A-D). These data confirm that there is a trend in the number of charged 

ligands at the interface with JM/M (85 ± 1%) > Striped (72 ± 5%) > Random (32 ±0.1%) > 

JO/O (1 ± 0.7%). 

Next, to properly quantify the role of the interfacial ligand topography on the free energy of 

aggregation, we computed the separation PMFs for the aforementioned orientations (Figure 

3E). The PMFs show that the primary minimum is located at ζ~2.2 nm for all systems (Figure 

3E). As expected, the electrostatic aggregation barrier is similar for all topographies (Figure 

3E), as this barrier is modulated by the total charge on the NP according to the classical DLVO 

theory. 

However, both JM/M and Striped arrangements exhibit a secondary metastable minimum in 

the energy profile, like the one previously observed for the 33%OT NP (Figure 1). For the 

JM/M NPs, the metastable state is located at values of ζ between 3.5 nm and 4.2 nm, and the 

energy required to overcome this barrier and fully separate the NPs is ~6 kcal. On the other 

hand, the Striped secondary barrier is shallower (~1 kcal) and within the PMF statistical error. 

Overall, these data suggest that, for a given ratio of hydrophobic vs. charged ligands on the NP 

shell, the organization of charged ligands on the NP surface modulates the appearance of this 

metastable state. Increasing the number of charged ligands at the interface, like in JM/M and 

Striped (Figure 3A-D), correlates with the presence of the metastable state. 

To further investigate the molecular properties of this minimum, we next explored the 

distribution of ions and charged ligands at the interface and around the NPs at an interparticle 



distance compatible with the secondary minimum (ζ~4.2 nm). Figure 3F depicts the charge 

density for the four systems. Consistently with the maps previously computed for the random 

33%OT and 50%OT NPs (Figure 2), the heat maps for these four systems show that, as the 

number of charged ligands at the interface increase, the charge density also increases. Overall, 

these data further confirm that highly negatively charged patches at the interface might be able 

to accumulate ions and promote dimer stabilization. 

Finally, to further correlate the presence of a secondary minimum with the formation of 

interparticle charge-ion-charge complexes, we quantified the formation of these complexes as 

a function of the core-core distance for the various surface patterns (Figure 3G). As expected, 

their number increases with the number of charged ligands at the interface (Figure 3G). 

Remarkably, for interparticle distances of 4.2 nm, no or negligible complex formation is 

observed for the random and JO/O homodimers, while substantial formation of interparticle 

complexes can be observed at the interface for the JM/M and Striped ones. Of note, these 

complexes are solely promoted by a rearrangement of the ions towards the NP-NP interface, 

as the total charge of the two NPs plus their surrounding ions remains constant at all 

interparticle distances (Figure S3). 

NPs in solution form dimers at interparticle distances comparable with those predicted by MD 

simulations. In order to validate the main observation extracted from the MD simulations (i.e. 

that charged NPs form dimers in solution at interparticle distances of approximately 2 times 

the radius of the metal core plus the ligand shell) and to assess whether this is a general rule 

for NP functionalized with a binary self-assembled monolayer of hydrophobic and hydrophilic 

surfactants, we next prepared two sets of gold nanoparticles that were functionalized with a 

binary self-assembled monolayer (SAM) of thiols and investigated their dispersion states by 

cryogenic electron tomography (cryo-ET). The first sample (namely, MUS:OT) was composed 

of a gold NP core (average diameter of 4.6 nm, Figure S4) functionalized with 11-



mercaptoundercane sulfonate (MUS, 70%) and OT (30%). The other sample was MUA:OT 

that was made of gold NP core with an average diameter of 3.9 nm (Figure S4) and 

functionalized with 11-mercaptoundecanoic acid (MUA, 84%) and OT (16%). Here, OT was 

chosen to mimic the hydrophobic component of the two thiols in the MD simulations, while 

MUS and MUA function as salt bridging thiolated ligands. The quantification of the 

interparticle distance between NPs can be achieved by cryogenic electron tomography (cryo-

ET) via the radial distribution function (RDF) calculated from the spatial positions of the NPs32. 

In the cryo-ET approach, an aqueous dispersion of the NPs was vitrified quickly so that the 

frozen sample maintained the state of the dispersion prior to vitrification. The vitrified sample 

was subsequently imaged by transmission electron microscopy at cryogenic temperature (-

176°C) and at a series of tilt angles. The obtained tilt series was then aligned and further used 

to reconstruct a tomogram (i.e. 3D image) of the sample. From the tomogram, NPs were 

identified, and their centroid positions were used to calculate the corresponding RDFs. 

Figure 4A and 4B show a representative tomogram of a sample of MUS:OT and of MUA:OT, 

respectively. From the tomograms, various aggregate states of NPs can be directly visualized. 

A few of such oligomeric states are represented in Figure 4C-E as a dimer, trimer, and tetramer. 

RDFs calculated from centroid positions of NPs identified in the tomogram are plotted in 

Figure 4F for MUS:OT and Figure 4G for MUA:OT sample. The first nearest neighbor 

distances were clearly determined by the maximum peaks observed in the RDF for both 

samples. Those can be observed at 6.5 nm and 6.0 nm for MUS:OT and MUA:OT, respectively 

(Figure 4F,G). These distances are higher than the sum of particle core diameters, that are of 

4.6 nm and 3.9 nm, respectively (Figure 4F,G and Figure S4), and the average interparticle 

distance is about 1.9-2.1 nm larger than the sum of particle core diameters. This value is more 

than twice the length of the hydrophobic ligand (OT) in its most extended state, suggesting that 

the NP oligomeric states are mediated by the longer ligands, MUA and MUS, for MUA:OT 



and MUS:OT NPs respectively. Also, the observed experimental values of 1.9-2.1 nm are in 

perfect agreement with the MD simulations, where the ion-mediated minimum between the 

NPs is found at a distance that is 2.0 nm larger than the core-core minimum distance (ζ ~ 4.2 

nm vs ζ ~2.2 nm, Figure 1A).  

 
Figure 4: Cryo-ET of vitrified aqueous dispersion of NPs. A. Tomogram of gold NP 
functionalized with a mixture of MUS (70%):OT (30%) dispersed in water. B. Tomogram of 
gold NP functionalized with a mixture of MUA (84%):OT (16%) dispersed in NaOH 30mm. 
C-E. Representative oligomer states found in these sets of samples;  C: dimer, D: trimer, E: 
tetramer. F. Radial distribution function plotted as function of NP-NP centroid distance for 
MUS:OT sample. The size-distribution of the corresponding NPs is shown in the inset. G. 
Radial distribution function plotted as function of NP-NP centroid distance for MUA:OT 
sample. The size-distribution of the corresponding NPs is shown in the inset. 
 

CONCLUSIONS 

In this work, we have extensively characterized the dimerization PMFs between identical NPs 

containing different ratios of hydrophobic/charged ligands and with different ligand patterns 



on the NP surface. In agreement with the DLVO theory, we found that the primary minimum 

describing irreversible NP aggregation is driven by hydrophobic interactions, while the barrier 

that prevents such aggregation is modulated by the electrostatic repulsion between two NPs of 

identical charge. We foresee that the extensive quantitative characterization of the dimerization 

profile of identical NPs we provide here will be useful for the validation and the development 

of extensively used CG models to describe the behavior of NPs in biological-like contexts 10,33,34. 

Serendipitously, we found that as the charge on the NP surface increases, a metastable 

minimum along the dimerization PMF appears. Notably, this minimum is found at an 

interparticle distance that is compatible with fully extended surface ligands barely touching 

each other. Our analyses suggest that this minimum correlates with the presence of charged 

ligand-ion-charged ligand complexes, and it is thus of electrostatic origin. Unlike the primary 

minimum, this minimum is metastable and thus potentially reversible. 

In addition, we showed that the presence of this metastable state can be modulated by the 

patterning of ligands on the NP surface. As such, this phenomenon is inherently local, leading 

to important conceptual and practical consequences. First, this behavior can’t be described 

within the framework of the standard DLVO theory, and specific extension (as in other 

extended-DLVO theories3–5) must be implemented if one wants to take this specific behavior 

into account. Second, this behavior can be exquisitely sensitive to kinetic processes such as NP 

surface ligand exchange, that could thus dynamically alter the propensity for NP aggregation 

over time35. Third, our data could explain why selective aggregation and precipitation of like-

charged nanoparticles (NPs) can be induced by monovalent cations at relatively low ion 

concentrations 36 unlike, for example, lipidic vesicles, where only very high concentrations of 

monovalent ions, unlike divalent ions, are required for aggregation 37. As the size of gold NPs 

in these experiments (as in our simulations) is much smaller than those of lipid vesicles, our 

data suggest that local nanoscopic interactions might be at the origin of such behavior. 



Finally, we want to point out some limitations of our approach. First, the PMFs we computed 

are obtained from the separation of two NPs from an initial dimeric state. While this approach 

is helpful to discriminate between different NP-NP interfaces, there is no guarantee that our 

profiles represent the minimum free energy path for the opposite, and more frequent, process: 

nanoparticle aggregation. Rather, our profiles could be considered as upper limits for the 

aggregation process, that could instead have lower barriers and different minima. Also, 

computational approaches such as atomistic simulations inherently carry some systematic error, 

generally in the order of 1 kcal mol-1  38. Second, it must be pointed out that a direct comparison 

of our data with experimental results can only be qualitatively for three main reasons. First, in 

our simulations we assume a single protonation state for all MUA ligands. This is not the case 

in experiments, and hence our total charge is much higher than that of a corresponding name-

sake (e.g., 33%OT) NP. Second, our simulations only consist of two NPs. As such, we are 

completely neglecting contributions arising from interactions between the NP dimer and other 

NPs, typically resulting, in experimental contexts, in larger NP assemblies. Third, inherent 

differences in ionic strength between experimental conditions and molecular simulations 

induce different electrostatic screening for NP dimerization. Of note, since the charge density 

in the MD simulations is likely higher than that in experimental conditions, the electrostatic 

barriers are likely underestimated in the MD simulations, potentially explaining why the barrier 

to transition from the ion-mediated minimum to the core-core minimum is relatively low in our 

in-silico modelling. 

Taken together, our results suggest that electrostatic interactions taking place at the nanometer 

scale, in the form of charged ligand-ion-charged ligand complexes, promote attractive 

interactions between charged NPs. We anticipate that our results will remain valid not only for 

diverse NPs (e.g., those carrying different charged ligands such as citrate), but that they will 

also be instrumental to explain phenomena taking place in biological systems. These could 



include interactions between NPs and proteins, between NPs and lipid membranes (as in the 

accompanying manuscript (Lavagna et al.)) as well as direct protein-protein interactions such 

as those driving reversible protein aggregation or protein phase separation. 

 

MATERIALS AND METHODS 

Molecular Dynamics simulations. The systems investigated in this study consist of dimers of 

identical NPs in aqueous salt solution. For the NPs structures, we prepared models of mercapto 

undecane carboxylic acid (MUA) and octanethiol (OT) functionalized Au-NPs compatible with 

the OPLS forcefield 39 as derived by Salassi et al. 40 The core of the NP is composed of 144 Au 

atoms and 60 S atoms representing the grafting point of each ligand 41. The icosahedral 

symmetry of the core was kept using an elastic network. The NP surface is protected by 60 

ligands that are bound to the NP core via Au−S bonds. We generated various ligand shells with 

different OT-MUA ratio, which led to NPs with different total charge. The disposition of the 

grafted molecules is random for each OT-MUA ratio, unless described otherwise. Figure 5 

shows the chemical structures of the OT and MUA ligands and a representative disposition of 

the grafted molecules. 

 
Figure 5: Structural and geometrical characteristics of NPs. A. The surfactants forming 

the ligands shell; B. NPs models for 100%OT and 50%OT.  



For charged NPs, the system charge was neutralized adding sodium counterions. The TIP3P 

model was employed for water molecules. All the MD simulation were performed using the 

GROMACS 2018.3 package42. The van der Waals interactions were truncated using a cutoff 

value of 1.4 nm and a switching function was applied to the tail region (1.2 – 1.4 nm) to 

smoothly bring the van der Waals potential to zero at the cutoff distance. The bonds involving 

hydrogen atoms were constrained using the LINCS43 and SETTLE algorithms44. The 

integration time step was set to 2 fs.  

For every system, we used umbrella sampling45 to estimate the free energy profile (or potential 

of mean force, PMF) along the chosen reaction coordinate: the interparticle distance (ζ), which 

was defined as the distance between the center of mass of both NP cores. To generate starting 

configurations for every umbrella window, we pulled two NPs away from an initial dimer state 

to the complete separation. Dimer states were built by putting the NPs at distances short enough 

to spontaneously observe dimerization during the initial equilibration runs, which were 

performed using a Berendsen thermostat and a Berendsen barostat46, with coupling time 

constants of 2 ps,  to control the temperature (298 K) and pressure (1 atm). Then, NPs were 

pulled with a force of 1300 kJ mol-1 nm-2 and at constant velocity (0.001 nm ps-1) while using 

a Nosé-Hoover chain thermostat47 and a Parrinello-Rahman barostat48, respectively, with 

coupling time constants of 1 ps to control the temperature (298 K) and pressure (1 atm). From 

this trajectory, we extracted configurations at equispaced values (every 0.2 nm) along the 

reaction coordinate ζ. Each configuration was equilibrated, using the same algorithms and 

parameters described above for the equilibration of the dimer states, while constraining its 

interparticle distance at the original value. Subsequently, a 60 ns production run (using the 

same algorithms and parameters employed for the pulling simulation) was carried out for every 

window. Then, we used the weighted histogram analysis method (WHAM) to reconstruct the 

free energy profile along the selected reaction coordinate, through the combination of the 



umbrella histograms obtained for each of the windows, and to quantify the statistical errors on 

the estimated PMF 49. According to the analysis, the collected sampling per window was 

enough to maintain the statistical errors below ~1 kcal mol-1. 

Complexes. To investigate the formation of R-COO-: Na+: -COO-R complexes as a function of 

the ionic strength and NP type, we calculated the total number of these interactions. We 

characterized the formation of these complexes by the presence of a sodium ion within a cutoff 

distance of 0.35 nm of two or more carboxylate groups simultaneously. To do so, we first 

computed the distances between all R-COO-: Na+ pairs and subsequently defined an event 

(complex formation) for every sodium ion that was able to bridge (showing distances below 

the mentioned 0.35 nm threshold50 or more carboxylates from different NPs. For each complex, 

we also computed the number of ligands involved in every event. 

 

Ligand density maps. To investigate the interaction between NPs as a function of the 

interparticle distance, we calculated, as a 2-D density map, the spatial distribution of the beads 

forming both the hydrophobic and hydrophilic ligands. Considering the cylindrical geometry 

of the dimers, these 2-D density maps were computed as a function of the distance along the 

axis passing through the center of mass of both NP cores and the radial distance from this axis. 

The density was normalized by the number of bins for a given radius. Moreover, in order to 

analyze the ligand distribution on the NP surface and how this influences the aggregation 

energy profile, we also generated maps of the ligand densities in the ligand shell. To do so, we 

projected the cartesian coordinates of selected beads (see below) onto the plane that contains 

the center of mass of one of the NP cores and is perpendicular to the line that joins the center 

of mass of both NP cores. This allowed us to describe the position of the selected beads (the 

terminal carbon bead of every ligand) in a 2-D map using longitude and latitude coordinates. 

Following this approach, the projections of the center of mass of both NP cores coincide and 



define the origin of the map (i.e., they have both coordinates [0, 0]), and the ligand density 

distribution can be easily described using the above-mentioned selected beads for both MUA 

and OT ligands as reference. These quantities were computed by averaging over the MD 

trajectories. 

 

Charge density. To evaluate the distribution of charges around NPs, we computed the charge 

density. To do so, we binned the simulation box in sub-volumes and assigned the number of 

positive and negative charges per sub-volume (qe nm-3). Subsequently, we projected the 

charges per bin onto the xy plane of the simulation box (qe nm-2). 

 

Synthesis and characterization of gold nanoparticles. Synthesis of gold nanoparticles 

functionalized with a binary mixture of thiolated molecules was done in two major step: 

synthesis of oleylamine coated gold nanoparticles and then ligand exchange of oleylamine by 

a desired mixture of thiols. 

1. Synthesis of oleylamine-coated gold nanoparticles (OAm-AuNPs): All chemicals were 

purchased from Sigma-Aldrich and used without further purification. 392 mg of hydrogen 

tetrachloroaurate trihydrate (HAuCl4•3H2O) were dissolved in 32 mL of oleylamine and 40 

mL of n-octane, in a three-necks round bottom flask and stirred at room temperature under 

argon atmosphere. The solution of reducing agent was prepared by dissolving 170 mg of tert-

butylamine-borane complex (tBAB) in 8 mL of oleylamine and injected to the flask containing 

the gold solution. The reaction was stirred from one to two hours before quenching it with 120 

mL of ethanol. The so-obtained nanoparticles were purified by cycles of centrifugation, with 

washing in ethanol and redispersion in dichloromethane. The final purified particles were dried 

under vacuum. 



2. Ligand exchange of OAm-AuNPs. To make MUA:OT gold nanoparticles, the solution 

containing the two thiolate ligands was prepared by dissolving 30 mg of mercaptoundecanoic 

acid (MUA) and 24 uL of n-octanethiol (OT) (feed ratio of 1 to 1) in 30 mL of dichloromethane. 

60 mg of nanoparticles were dissolved in 4 mL of dichloromethane and the solutions were 

mixed and stirred for two days. The nanoparticles were then washed 5 times with a mixture of 

acetone and dichloromethane by centrifugation and purified with DI-water using 30kDa 

Amicon Ultra-15 centrifugal filter devices. Finally, the concentrated nanoparticles were 

lyophilized. MUS:OT was prepared by the same protocol as was reported previously. 

Conventional transmission electron microscopy (TEM) was used to obtained particle size 

distribution on a carbon film coated grid containing dry powder. Image segmentation and size 

analysis were carried out in ImageJ (NIH, ver. 1.53c). Feret's diameters were used as the NP 

diameter. 

Nuclear magnetic resonance (NMR) spectroscopy was utilized for characterizing particle 

purity and for obtaining ligand ratios. To do cryogenic electron tomography, a dispersion at 

concentration of 40 mg/ml was prepared for MUS:OT gold nanoparticles, and for MUA:OT 

nanoparticles at 20 mg/ml. The freshly prepared dispersions were used for this method.  

 

Cryogenic electron tomography of nanoparticle dispersions. A 4ul aliquot of dispersion of gold 

nanoparticles was placed on a quantifoil grid (1.2/1.3, EMS) and then a filter paper was applied 

to remove excess dispersion. The thin film of dispersion was vitrified by liquid ethane in a 

homemade plunge freeze device. The vitrified grid was loaded to a cryogenic holder Gatan 626 

(Gatan, USA) and transferred to a transmission electron microscope F20 (Thermofisher, USA). 

Images were recorded in low dose mode at magnification of 50000X at 4096 X 4096 pixels. 

Tilt series were acquired from -60° to 60° at an incremental angle of 2° by Tomography 4.0 

(Thermofisher, USA). The tilt series images were binned by 2 and then aligned by Inspect3D 



(Thermofisher, USA).  The reconstruction was carried out in Inspect3D (Thermofisher, USA) 

using SIRT algorithm, at the final pixel size of 0.41nm. The identification of locations of 

nanoparticles in the tomograms was carried out in Imaris (Oxford Instruments, UK) and the 

3D centroid positions were exported to calculate radial distribution functions. 
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