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Abstract

We propose a novel method to simulate the chemical kinetics of methanol oxidation

on the rutile TiO2(110) surface. This method must be able to capture the effects

of static disorder (site-to-site variations in the rate constants), as well as dynamic

correlation (interdependent probabilities of finding reactants and products next to each

other). Combining the intuitions of the mean-field steady state (MFSS) method and the

pair approximation (PA), we consider representative pairs of sites in a self-consistent

bath of the average pairwise correlation. Pre-averaging over the static disorder in one

site of each pair makes this half heterogeneous pair approximation (HHPA) efficient

enough to simulate systems of several species and calibrate rate constants. According to

the simulated kinetics, a static disorder in the hole transfer steps suffices to reproduce

the stretched exponentials in the observed kinetics. The identity of the dominant hole

scavenger is found to be temperature-dependent – the methoxy anion at 80 K and the

methanol molecule at 180 K. Moreover, two distinct groups of 5-coordinate titanium

(Ti5c) sites emerge – a high-activity group and a low-activity group – even though no
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such division exists in the rate constants. Since the division is quite insensitive to the

type of static disorder, the emergence of the two groups might play a significant role

in a variety of photocatalytic processes on TiO2.

Introduction

Methanol reforming is a chemical reaction that converts methanol and water into carbon

dioxide and hydrogen gas, which has promising applications in fuel cells.1–4 The reaction can

be photocatalyzed on a TiO2 surface,5–7 where the first step is the oxidation of methanol to

formaldehyde.6 Both a practical reaction and a model system to emulate the decomposition

of organic pollutants, the photocatalytic dissociation of methanol on the rutile TiO2(110)

surface has been a subject of extensive research in both experimental8–11 and theoretical12–15

studies. Nonetheless, certain aspects of the reaction mechanism remain enigmatic.

While it has been established that photogenerated holes play a central role in methanol

oxidation,16–18 the identity of the hole scavenger continues to be debated. Based on density

functional theory (DFT) and Bader charge analysis, it has been proposed that the cleavage

of the OH bond is thermally activated, and the methoxy anion traps a hole to break the

CH bond.12,14 Meanwhile, Migani and Blancafort used spin-polarized DFT to show that an

exciton can be localized in the TiO2 lattice underneath a methanol molecule.13 The hole can

migrate up to the methanol molecule in a proton-coupled electron transfer (PCET), whence

the methoxy radical can either reduce to a methoxy anion or proceed to a formaldehyde

radical anion. However, the precise role of photogenerated holes in the cleavage of the OH

bond continues to be questioned.15

Another mystery, the fraction of undissociated methanol decays as a stretched exponen-

tial of the irradiation time,8–10,19 which is a signature of fractal kinetics.20 Fractal kinetics

is a term that encompasses a wide range of pathological behaviors that arise in heteroge-

neous systems, which might be intrinsic to the reaction mechanism or due to the geome-

try of the interface.21 Indeed, a couple of explanations have been proposed on the origin
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of the stretched exponentials.9,10,19 On the one hand, methanol oxidation involves multi-

ple, reversible steps.9,12,22 A reaction network can give rise to an overall kinetics that is

non-exponential. On the other hand, charge transport on the rutile TiO2(110) surface is

disordered.23,24 As the reactants on the most active sites are consumed, the effective rate

coefficient might diminish over time. Wang et al. have measured the kinetics of methanol

oxidation at multiple surface coverages and temperatures,10 but there is not a mathematical

and mechanistic model that helps to support either of the explanations.

Indeed, we are not aware of attempts to answer these questions via microkinetic mod-

elling. This could be attributed to a couple of challenges. The first challenge is static

disorder. For practical applications, the relevant surface is not the stoichiometric TiO2,

but the reduced TiO2−x.25 The non-stoichiometry entails surface and sub-surface oxygen

vacancies, which affect the electronic structure in their vicinity and the chemistry at the

surface.26–28 There would be site-to-site variations in the rate constants, and using a single-

valued rate constant per elementary step might not be sufficient to describe the disorderd

kinetics. The second challenge is dynamic correlation. On the one hand, STM images show

that the products of methanol oxidation tend to remain next to each other.8,10,22 The un-

correlated products of probabilities, [CH3O−][H] and [CH2O][H], are going to underestimate

the rate of the reverse reaction. On the other hand, the diffusion of the formaldehyde at

temperatures & 215 K inhibit the reverse reaction.22,29 Hence, the relative positions of the

reactants and the products should be taken into account.

In this paper, we propose a novel method to simulate the chemical kinetics of methanol ox-

idation on TiO2. Combining the intuitions of the mean-field steady state (MFSS) method30,31

and the pair approximation (PA),32–35 we take representative pairs of sites and place them

in a self-consistent bath of the average pairwise correlation. Then, we pre-average over the

static disorder in one site of each pair, which gives a considerable reduction in the com-

putational costs. This half heterogeneous pair approximation (HHPA) is efficient enough

to simulate systems of several species and calibrate rate constants. We demonstrate these
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capabilities using the experimental data of Wang et al.10

Comparison of mechanistic models point to an alternative route to thermal activation that

can break the OH bond. In fact, the dominant hole scavengers are found to be temperature-

dependent – the methoxy anion at 80 K and the methanol molecule at 180 K. The simulated

kinetics appear to be insensitive to the details of charge transport inside the TiO2 lattice,

and a static disorder in the hole transfer to the methanol molecule and the methoxy anion

suffices to reproduce the stretched exponentials in the observed kinetics. Remarkably, the

static disorder gives rise to bimodal distributions in the coverages and the rates, even though

the rate constants have a unimodal distribution. This implies that two groups of 5-coordinate

titanium (Ti5c) sites emerge with innate and disparate activities. Hence, there are not only

two pathways that are active at different temperatures, but also two groups of Ti5c sites that

have different activities. Since the division appears to be quite insensitive to the type of

static disorder, the emergence of the two groups might play a significant role in a variety of

photocatalytic processes.

Theory

Mathematical Models

A sure way to capture the effects of static disorder and dynamic correlation is kinetic Monte

Carlo (KMC).36–38 However, the size of the lattice and the number of trajectories that are

required to converge the stochastic simulation often make it impractical to use KMC to

calibrate rate constants. Besides, the desired outcomes of chemical kinetics simulations are

often ensemble average quantities, such as surface coverages and reaction rates. Therefore,

it makes sense to write the kinetic equations in the occupation probabilities of n-site clusters

(n-site probabilities).
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The kinetic equations of one-site clusters are

d[Xi]

dt
= +

∑
A

kAi→Xi
[Ai] +

∑
Y AB

∑
j

kAiBj→XiYj
[AiBj]

−
∑
A

kXi→Ai
[Xi]−

∑
Y AB

∑
j

kXiYj→AiBj
[XiYj] (1)

whereXi denotes speciesX at site i; j runs over the nearest neighbors of site i; and kAiBj→XiYj

is the rate constant of the elementary step, A + B → X + Y , with species A at site i and

species B at site j, or zero if such step does not exist. For example, the first term describes

the unimolecular reaction of the A to produce a X at its position, and the last term describes

the bimolecular reaction of the X and a neighboring Y to produce a A and a B at their

respective positions. On a uniform surface, the sites would have the same rate constants and

occupation probabilities, so the indices could be dropped. On a non-uniform surface, the

indices are required to capture the effects of static disorder.

Notice that the equations are not closed, since two-site probabilities are required to de-

scribe bimolecular reactions. In general, the kinetic equations of n-site clusters depend on

the (n + 1)-site clusters. These n-site probabilities are special cases of moments, and we

need a moment closure to approximate the higer-order moments using what we know about

the lower-order moments. The simplest approximation is the mean-field (MF) approxima-

tion, [XiYj] ≈ [Xi][Yj], which treats the occupation of neighboring sites as independent, or

uncorrelated.

To capture the effects of correlation, we need the kinetic equations of at least two-site

clusters

d[XiYj]

dt
= +

∑
BC

kBiCj→XiYj
[BiCj] +

∑
WAB

∑
l

kAlBi→WlXi
[AlBiYj] +

∑
CDZ

∑
m

kCjDm→YjZm [XiCjDm]

−
∑
BC

kXiYj→BiCj
[XiYj] +

∑
WAB

∑
l

kWlXi→AlBi
[WlXiYj] +

∑
CDZ

∑
m

kYjZm→CjDm [XiYjZm]

(2)
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where l runs over the nearest neighbors of i that are not j; and m runs over the nearest

neighbors of j that are not i. For example, the first term describes the reaction of the BC

pair to produce a XY pair at its position, and the last term describes the reaction of the Y

in the XY pair and a neighboring Z to produce a C (making a XC pair) and a D at their

respective positions. We have treated unimolecular reactions as special cases of bimolecular

reactions where one of the reactants is a spectator.

Now, we need to approximate the three-site probabilities in terms of the two-site proba-

bilities. Using the definition of conditional probability, we can write

[XiYjZm] ≈ [XiYj][YjZm]

[Yj]
(3)

Known as the pair approximation (PA), this formula has been invented by independent work-

ers in chemistry,32 population biology,33,34 and epidemiology.35 Some readers might be more

familiar with stochastic closures, such as the normal,39 Poisson,40 and log-normal41,42 clo-

sures. However, stochastic closures are derived using physical and mathematical arguments

that are more relevant to homogeneous systems (solutions and colloids), where the moments

are expected numbers of molecules ∈ R, as opposed to heterogeneous systems (surfaces

and interfaces), where the moments are occupation probabilities of sites ∈ [0, 1]. Moreover,

stochastic closures are prone to instabilities and unphysical values even in their native sys-

tems.43 PA is robust once we assign an appropriate value to the removable discontinuity at

zero. Thus, we do not consider stochastic closures any further.

Next, we turn our attention to static disorder. Equations (1) and (2) make explicit

treatment of the static disorder in the neighboring sites, so a large number of sites might

need to be sampled to converge the average over the static disorder. It would be useful to

replace the neighboring sites with a bath that reflects the average environment. Then, only

a small number of representative sites would need to be treated in an explicit manner, and

a weighted average over these sites could be used to update the bath in a self-consistent
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Figure 1: Graphical representations of HMF and HHPA.

manner. In other words, we want to replace

[Bj]→ 〈[B]〉 =
1

M

M∑
i=1

[Bi] =

∫
k

[B(k)]ρ(k)dk ≈
∑
k

wk[Bk] (4)

where M is the number of sites on the lattice; ρ(k) is the distribution of the rate constants;

and wk is a discretization of ρ(k)dk. Thus, we transform a sum over the sites of the lattice

to an integral over the rate constants, which can be approximated as a weighted sum over

some representative sites.

To simplify the transformation, we need a few assumptions. First, we assume that the

static disorder can be represented as a one-dimensional distribution. If the effects of the

static disorder are embodied in the height of a barrier, then the rates of the forward and the

reverse reactions that cross this barrier are going to be modulated together. If the effects

of the static disorder are embodied in the stability of a reactant, then the rate constants of

the reactions that consume this reactant are going to be modulated together. Second, we

assume that the static disorder is site-by-site. For unimolecular reactions, this means that

the rate constants at sites i and j are independent. For bimolecular reactions, we assume

that one of the reactants or the products dictates the reactivity, so the site that starts with

the the reactant or ends with the product determines the rate constant. Hence, we write

7



kAiBj→XiXj
→ kAiB→XiY or kBjA→YjX .

Figure 1 gives graphical representations of the heterogeneous mean-field (HMF) approx-

imation and the half heterogeneous pair approximation (HHPA). The HMF equations are

d[Xi]

dt
= +

∑
A

kAi→Xi
[Ai] +

∑
Y AB

NXY kAiB→XiY [Ai]〈[B]〉+
∑
Y AB

NXY 〈kBA→Y X [B]〉[Ai]

−
∑
A

kXi→Ai
[Xi]−

∑
Y AB

NXY kXiY→AiB[Xi]〈[Y ]〉 −
∑
Y AB

NXY 〈kY X→BA[Y ]〉[Xi] (5)

where NXY is the number of nearest neighbors. The subscripts in NXY are required to

accomodate the anisotropy of the lattice, if any. In essence, we have taken the neighbors

of the main site and replaced them with the ensemble average site. The mean-field steady

state (MFSS) method can be obtained by setting the left hand side of the HMF equations

to zero and solving to obtain the steady state probabilities.30,31

Notice that terms of the form, 〈kBA→Y X [B]〉, appear in the equations. These are not the

same as 〈kBA→Y X〉〈[B]〉. The average of the product combines the effects of the static disorder

on the rate constants and the effects of the rate constants on the occupation probabilities to

give the effective rate. However, the product of the averages erases the dependence of the

occupation probabilities on the rate constants.

As the MF part of its name indicates, HMF neglects the dynamic correlation of the

main site with the neighboring sites. It replaces the neighboring sites with the ensemble

average site that has no connection to the main site. Hence, not reflected in the rates are the

unlikelihood of finding reactants next to each other and the likelihood of finding products

next to each other due to the finite diffusivity of the adsorabates. To recover the effects of

dynamic correlation, we need to write the kinetic equations in terms of higher-order clusters.

Naively, we might take the kinetic equation of two-site clusters and replace the neighbor-

ing site terms with conditional averages, such as

[AlBi]→ 〈[BiA]〉 =
∑
k

wk[BiAk] (6)
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which gives the probability of finding species B at site i along with species A at a generic

neighboring site. Similar methods have been successful in epidemiology44 and network the-

ory.45 Unfortunately, the same approach is unlikely to be useful in chemical kinetics. The

presence of two indices i and j in the main pair means that the number of equations is

quadratic. If M sites with distinct rate constants are required to describe the distribution

of rate constants at the one-site level, then M(M + 1)/2 pairs are required at the two-site

level. For a system of S species, the full heterogeneous pair approximation would contain

S2M(M + 1)/2 variables. This might not be a problem in systems of two to three species,

such as the susceptible-infected-recovered (SIR) model46 or the voter model.47 However,

chemists are often interested in systems containing multiple reactants, intermediates, and

products.

To reduce the computational costs, we take advantage of the assumption that the static

disorder is site-by-site. We pre-average over the static disorder in one of the main sites and

change the variables, [XiYj]→ [XiY ]. Note that averaging over the static disorder does not

amount to erasing the correlation. The variables, [XiY ], are conditional averages in Equation

6, which consider the simultaneous occupation probabilities of site i and its generic neighbor.

Hence, the effects of site i on its neighboring sites and vice versa are treated in an average

sense. As a point of contrast, HMF reduces to uniform MF on a uniform surface, whereas

HHPA reduces to uniform PA.
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The HHPA equations are

d[XiY ]

dt
= +

∑
BC

kBiC→XiY [BiC]

+
∑
BC

〈kCB→Y X [CB]〉
〈[CB]〉

[BiC]

+
∑
WAB

NWXY kBiA→XiW
[BiA][BiY ]

[Bi]

+
∑
WAB

NWXY
〈kAB→WX [AB]〉
〈[AB]〉

[BiA][BiY ]

[Bi]

+
∑
CDZ

NXY Z

〈
kCD→Y Z

[CX][CD]

[C]

〉
[XiC]

〈[CX]〉

+
∑
CDZ

NXY Z
〈kDC→ZY [DC]〉
〈[DC]〉

〈
[CX][CD]

[C]

〉
[XiC]

〈[CX]〉

− (ABCD ↔ WXY Z) (7)

where NWXY and NXY Z are the numbers of nearest neighbors that are not one of the main

sites; and the notation (ABCD ↔ WXY Z) replicates the previous terms with the roles of

the reactants and products exchanged. Namely, we have written down terms that produce

an XiY pair and gathered terms that consume an XiY pair in (ABCD ↔ WXY Z). In the

first and third terms, the reactions are centered on site i, so the rates are described using

the explicit rate constants, such as kBiC→XiY . In the second and fourth terms, the reactions

involve site i but are centered on the neighboring site, so the rates are described using the

effective rate coefficients, such as 〈kAB→WX [AB]〉/〈[AB]〉. The fifth and sixth terms are

formulated to preserve the equality, 〈[XY ]〉 = 〈[Y X]〉, provided that the initial conditions

satisfy it.

The assumption that the static disorder is site-by-site might break down in systems where

point defects are not the dominant type of defects, or if the rate of reaction has intrinsic

dependence on multiple sites. Even in systems where the site-by-site assumption holds, the

pre-averaged neighbor might not be sufficient to capture the effect of the neighboring sites
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on site i, if pairs with extreme values of rate constants on both sites have an important role

on the kinetics. However, the same weaknesses also affect HMF. In Section S1, we compare

the performances of HMF and HHPA on a number of simple model systems, and HHPA

gives qualitative improvements over HMF in every case. Although PA is not satisfactory in

systems with significant long-range correlation, it can exhibit semi-quantitative accuracy in

systems with only short-range correlation. Therefore, we expect HHPA to give a reasonable

description of methanol oxidation on TiO2.

We have implemented the above methods in a C code that computes the rates and the

Jacobian of a user-input reaction mechanism using a choice of uniform MF, uniform PA,

HMF, and HHPA. The code is available on GitHub (https://github.com/changhae-kim/

hmca).

Mechanistic Model

For the purposes of simulating methanol oxidation, the rutile TiO2(110) surface can be re-

garded as a rectangular lattice with alternating rows of 5-coordinate titanium sites (Ti5c) and

bridging oxygen sites (Ob).25,48 The non-stoichiometry of the reduced TiO2−x implies that

9 % to 10 % of the Ob sites are replaced with bridging oxygen vacancies (Ov).10 Methanol

can adsorb on one of the two positions: the Ti5c sites, where molecular adsorption is fa-

vored; and the Ov sites, where dissociative adsorption is favored.49–52 The active sites in the

photocatalytic dissociation of methanol appear to be the Ti5c sites,8,9 and Wang et al. only

counted the adsorbates on the Ti5c sites.10 Therefore, we do not consider Ov sites in our

model.

Figure 2 illustrates a mechanistic model of methanol oxidation. The model includes

most reactions that have been proposed to take place during the irradiation of methanol

on TiO2, along with their reverse reactions.11–14,29 Only, we do not consider the cross-

coupling of methanol and formaldehyde, which has been shown to be negligible at coverages

. 0.15 monolayer (ML).53
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Figure 2: Mechanistic model of methanol oxidation on TiO2. The expected values of the
activation energies are based on a number of DFT studies.11–14,29

Along the bottom of Figure 2, the steps in blue represent the cleavage of the OH bond

and the CH bond in the methanol molecule and the methoxy anion, respectively. Notice

that the reactions do not involve photogenerated holes. For these thermally activated steps,

a multitude of DFT studies have established the expected values of the activation energies.

The OH bond cleavage is endothermic by 0.01 eV to 0.08 eV, and both the forward and the

reverse reactions should be accessible, with the forward barrier of 0.17 eV to 0.32 eV.12–14

On the other hand, the CH bond cleavage is much more endothermic, and only the reverse

reaction might be accessible, with the barrier of 0.54 eV to 0.97 eV.12,14

Along the top of Figure 2, the steps in red represent the cleavage of the OH bond and

the CH bond in the methanol “cation” and the methoxy radical, respectively. Notice that

the reactants have trapped a hole in some capacity. For these hole-activated steps, the

feasibilities and the activation energies are debated. Indeed, it is uncertain whether the

methanol molecule would trap a hole. Given the mechanistic resolution of chemical kinetics,

our model does not distinguish between a hole trapping at the methanol molecule and a

hole trapping at a nearby position in the TiO2 lattice. The reactant CH3OH+ might not be

a methanol cation per se, but a methanol molecule with an exciton or a hole in the TiO2

lattice underneath. According to computational studies that managed to place an exciton13

or a hole11 underneath the methanol molecule, the OH bond cleavage becomes exothermic,

and the forward barrier reduces to 0.09 eV to 0.11 eV. Meanwhile, there is no dispute that

the methoxy anion would trap a hole. Studies have found that the CH bond cleavage should
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be almost barrierless,11,13 or it might have a modest activation energy of 0.21 eV.14

The reactants of the thermally activated steps and the hole-activated steps can inter-

change via charge transfer, which are the vertical steps in Figure 2. Finally, the formalde-

hyde can diffuse along the Ti5c rows with the activation energy ∼ 0.5 eV,29 which prevents

the recomposition of methanol.22

According to the mehcanistic model, the methanol molecule has a number of routes to the

formaldehyde radical anion. Since the cleavage of the CH bond in the methanol anion should

be inaccessible,12 we can dismiss the the themally activated pathway: CH3OH→ CH3O− →

CH2O·−. Bader charge analysis indicated that the methanol molecule is unlikely to trap a

hole.14,15 Shen and Henderson irradiated surfaces covered in methanol and methoxy, respec-

tively, and found that the photocatalytic dissociation of methoxy is an order of magnitude

faster than that of methanol at 100 K to 120 K.54 These results have motivated a pathway

where the cleavage of the OH bond is thermally activated and then the methoxy anion traps

a hole to break the CH bond: CH3OH→ CH3O− → CH3O· → CH2O·−.12,14 Meanwhile, Mi-

gani and Blancafort found that an exciton can be localized in the TiO2 lattice underneath a

methanol molecule.13 Hou et al. found using scanning tunneling microscopy (STM) that the

direct injection of a hole into the TiO2 surface can initiate one-step conversions of methanol

to methoxy, methoxy to formaldehyde, and methanol to formaldehyde.11 These results have

motivated an alternative pathway where the hole mediates the cleavage of the OH bond and

the CH bond: CH3OH → CH3OH+ → CH3O· → CH2O·−.11,13 However, Ma et al. have

proposed that the holes might only contribute vibrational energy in the cleavage of the OH

bond.15

In our model, the presence of CH3OH+ provides an alternative route to thermal acti-

vation, where the cleavage of the OH bond proceeds with a different set of rate constants.

This can be justified as follows. Even if the hole did not become trapped at the methanol

molecule per se, if the hole were close enough to transfer its energy, then the subsequent

transfer of the hole itself could be instantaneous. Unlike the thermally activated route, the
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hole-mediated cleavage of the OH bond is not reversible until a charge transfer has taken

place. Since the OH bond cleavage is expected to be fast in either case, we might not be able

to discern whether the hole changes the barrier or only contributes the vibrational energy

to overcome the original barrier. Nonetheless, we should be able to determine the kinetic

relevance of photogenerated holes in the cleavage of the OH bond.

Model Parameters

Wang et al. measured the kinetics of methanol oxidation at a number of surface coverages

between 0.01 ML and 0.11 ML and at the temperatures of 80 K and 180 K.10 To calibrate the

relevant parameters, we minimize the root mean square normalized error (RMSNE) of the

simulated kinetics. Namely, the error at each point is normalized to the uncertainty of the

experimental data, which is a common practice in regression.

We assume that the rate constants of the molecular steps obey the transition state theory

kr(T ) = Qr
kBT

h
e−∆E‡r/kBT (8)

where ∆E‡r is the activation energy and Qr is the partition function. The expected values

of the activation energies are summarized in Figure 2. In principle, the partition functions

are temperature-dependent. However, we assume that they are almost constant and require

that their values are 10−2 to 102.

Meanwhile, we assume that the charge carrier dynamics take place at a faster timescale

than the molecular dynamics. This implies that the charge transfer steps can be approx-

imated as unimolecular reactions of the methanol and the methoxy adsorbates, with an

effective rate constant, kr = k′r[h
+]. Since these effective rate constants combine the effects

of the charge carrier density and mobility, they might not have a simple dependence on tem-

perature. The mobility of the charge carriers increases as the temperature increases, which

in turn increases their recombination.55 Hence, we treat the effective rate constants of charge
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transfer at the two temperature as independent parameters.

To describe the effects of static disorder, we apply a Boltzmann factor to the effective

rate constants of hole transfer to the methanol molecule and the methoxy anion

kir(T ) = k0
r(T )e−∆Ei/kBT (9)

where ∆Ei represents the site-to-site variation in the trap energies. Indeed, we conjecture

that the disparate abilities of sites to transfer a hole to the adsorbates arises due to hole

trapping and detrapping. Given the 3.03 eV band gap of the rutile TiO2,56,57 it is dubious

whether the deep trap states in the middle of the band gap can participate in the photo-

chemistry, so we focus on the shallow trap states that contribute to the band gap narrowing.

Thus, we expect that ∆Ei would have a Poisson distribution, associated with the Urbach

tail at the band edge of a disorderd semiconductor58

ρ(∆E) ∝ e−∆E/EU ,∆E > 0 (10)

where EU is the Urbach energy that controls the amount of static disorder. Since the static

disorder affects the trap energies on the TiO2 side only, we do not apply the Boltzmann

factor in the back transfer of the hole to the lattice.

Overall, the mechanistic model has 27 parameters: 4 charge transfer rate constants at

80 K; 4 charge transfer rate constants at 180 K; 9 activation energies; 9 partition functions;

and the Urbach energy.

One of the most undesirable outcomes in regression is overfitting. If a model is given

too many degrees of freedom, then it starts fitting to irrelevant information, such as the

noise in the experimental data. In a mechanistic model, the parameters have an intuitive

interpretation due to the topology of the model, so overfitting would yield values that are

inconsistent with the interpretation. Fortunately, our goal is not to find unknown values

in the dark. Our model has an extensive collection of expected values, so it should not be
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difficult to detect signs of overfitting. It would give substantial confidence in the mechanistic

model if a fit could be obtained with the parameters in reasonable ranges.

Results and Discussion

Simulated Kinetics

Figure 3: Time-dependent dissociated fractions in (a) uniform MF, RMSNE = 0.781; (b)
uniform PA, RMSNE = 0.795; (c) HMF, RMSNE = 0.542; and (d) HHPA, RMSNE = 0.589.

Figures 3a and 3b show the simulated kinetics in uniform MF and PA, respectively.

RMSNEs are 0.781 in MF and 0.795 in PA, which means that the simulated kinetics tend

to be within a standard deviation of the experimental kinetics. However, a visual inspection

reveals a number of issues. In the short time, the simulated kinetics in MF and PA both

exhibit a transient at 180 K, where the dissociation fraction jumps, switches to a concave
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growth, and then switches back to a convex growth. There is no evidence of such behavior in

the STM images or the time-dependent two-photon photoemission (2PPE) spectra.8,9,19 In

the long time, the simulated kinetics in MF reach a steady state, and the simulated kinetics

in PA also reach a steady state at 180 K. Again, these are inconsistent with the observed

kinetics, which slow down but do not reach a steady state in hours of measurement.8,9,19

Figures 3c and 3d are the simulated kinetics in HMF and HHPA, respectively. RMSNEs

have decreased to 0.542 in HMF and 0.589 in HHPA, and the simulated kinetics are now in

good agreement with the experimental kinetics. In the short time, the transient at 180 K is

suppressed to a point that it is inconspicuous. In the long time, the simulated kinetics slow

down but do not reach a steady state in the simulation time, as desired. The improvements

can be rationalized as follows. Due to the static disorder, there are sites with disparate

rates of hole transfer. As the reactants on the most active sites are consumed, more and

more inactive sites come to dominate the kinetics. Hence, the simulated kinetics in HMF and

HHPA behave like a sum of multiple kinetics. On the one hand, there are the fast components

that exhibit a rapid growth in the short time, so the transient must be suppressed to avoid

overshooting the experimental kinetics. On the other hand, there are the slow components

that make up the tail in the long time.

Even though the MF methods attain RMSNEs that are somewhat smaller than the PA

methods, we emphasize that MF is not as faithful to the physical reality as the PA, since

the products of methanol oxidation tend to remain next to each other. To demonstrate

that MF and PA simulate somewhat different realities, we entered the parameters that were

calibrated using the MF methods into the PA methods and vice versa. In short, entering the

MF parameters into PA stretches the dynamics to the right, and entering the PA parameters

into MF shrinks the dynamics to the left. The details can be found in Section S2.

Comparing the simulated kinetics in the uniform and the heterogeneous methods, we pro-

pose that static disorder might be required to reproduce the observed kinetics. As discussed

in Introduction, there have been a couple of explanations on the origin of the stretched ex-
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ponentials in the observed kinetics. One explanation was that multiple, reversible steps give

rise to an overall kinetics that is non-exponential, and the other explanation was that static

disorder in the rate constants gives rise to an effective rate coefficient that diminishes over

time. While it is true that the uniform methods predict non-exponential kinetics, they do

not resemble the stretched exponentials in the observed kinetics.8,9,19 In particular, the short

time behavior at 180 K contains a transient that is not observed in experiments. Meanwhile,

assuming a simple distribution of trap energies is sufficient to give a good fit to the exper-

imental kinetics and a suppression of the transient. Thus, the simulations seem to suggest

that the static disorder in the hole transfer gives rise to the stretched exponentials.

It is also noteworthy that the simulated kinetics appear to be insensitive to the details

of charge transport inside the TiO2 lattice. As discussed in Methods, we have assumed that

the charge carrier dynamics take place at a faster timescale than the molecular dynamics

and treated the charge transfer steps as unimolecular reactions of the methanol and the

methoxy adsorbates with an effective rate constant. Thus, the simulations are oblivious to

what the charge carriers are doing inside the TiO2 lattice, except that the photogenerated

holes favor certain sites over others. Furthermore, the static disorder in the charge transport

is embodied in the Urbach energy, which is a shared parameter across different surface

coverages and temperatures. Wang et al. have proposed that the differences in the observed

kinetics at different surface coverages might be attributed to the adsorbates scattering the

photogenerated holes.10 We do not find evidence of such sophisticated interactions. Instead,

the competitive inhibition due to the consumption of Ob sites appears to be sufficient to

capture the coverage-dependence.

Since the role of photogenerated holes in the cleavage of the OH bond is controversial, we

also considered a modified model where the methanol cation has been removed. We provide

the details in Section S3 and discuss the key results here. Using the modified model, we

are unable to obtain RMSNE < 1 in uniform MF or PA, and the short time behavior again

contains the transient at 180 K. HMF and HHPA also find higher RMSNEs of 0.910 and
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0.981, respectively. As shown in Figures S5c and S5d, the primary source of error appears

to be the short time behavior at 180 K. The simulated kinetics at 180 K exhibit significant

divergence at different surface coverages, whereas the experimental kinetics are almost on

top of each other. Thus, including an alternative route to the OH bond cleavage entails a

significant improvement in the simulated kinetics, and the hole-activated cleavage of the OH

bond appears to play an important role in methanol oxidation.

Rates and Rate Constants

Figures 4a and 4b summarize the time-averaged coverages (occupation probabilities) and

rates at 80 K and 180 K, respectively. Note that these are rates and not rate constants.

Further note that the plus-minus values indicate the spreads in the coverages and the rates

due to the static disorder, not uncertainties.

The fastest steps at both temperatures are the thermally activated cleavage and refor-

mation of the OH bond. Since the interconversion is orders of magnitude faster than any of

the other steps, it gives rise to a quasi-equilibrium between the methanol molecule and the

methoxy anion. Of course, fast is relative, and the interconversion is slow enough at 80 K

to allow the methanol and the methoxy adsorbates to appear as distinct species in STM

images. Meanwhile, the interconversion is much faster than a second at 180 K. In fact, the

transient in the simulated kinetics at 180 K might be attributed to the rapid equilibration.

The dominant pathways of the forward reaction involve a hole transfer to the methoxy

anion at 80 K and the methanol molecule at 180 K. In each case, the rates of the subsequent

steps are almost equal to the rate of the hole transfer, which implies that the forward reaction

almost always goes to completion once the hole transfer takes place. Hence, the hole transfer

to the methoxy anion at 80 K and the methanol molecule at 180 K are the rate-limiting steps

at the respective temperatures. In particular, it follows that the methanol molecule is the

dominant hole scavenger at 180 K. Even though the thermally activated cleavage of the

OH bond is orders of magnitude faster, the methoxy anion tends to revert to the methanol
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Figure 4: Time-averaged coverages and rates at (a) 80 K and (b) 180 K in HHPA. Roughly,
the sizes of the boxes and the arrows relate to the magnitudes of the coverages and the rates,
respectively. The units of the coverages and the rates are ML and ML s−1, respectively.
Note that the plus-minus values are the spreads in the coverages and the rates due to the
static disorder, not uncertainties. The colors indicate different distributions of coverages
and rates: blue indicates a unimodal distribution; and orange, yellow, and green indicate
bimodal distributions with different weights. For the details, refer to Figure 5.
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molecule before it traps a hole. It is the hole-activated cleavage of the OH bond that takes the

reaction to completion and determines the overall kinetics. Note that these results are so far

consisent with the experimental outcomes of Shen and Henderson,54 since their experiments

were conducted at 100 K to 120 K only. It is also worth noting that Shen and Henderson

considered surfaces covered in only one of methanol and methoxy at a time, which gives a

measure of rate constants and not rates. Accurate comparison of the outcomes would require

taking the relative abundances of methanol and methoxy into account.

The dominant pathway of the reverse reaction is thermally activated at both temper-

atures. Since the methoxy anion is in quasi-equilibrium with the methanol molecule, the

thermally activated reformation of the CH bond is the rate-limiting step. Meanwhile, the

diffusion of the formaldehyde is significant at 180 K, and it appears to outcompete the reverse

reaction.

To establish the upper and the lower bounds on the calibrated parameters, we performed

sensitivity analysis by perturbing each of the parameters and recording the response of

RMSNE. We provide the details in Section S4 and discuss the key results here. In the end,

there are 9 parameters that have a well-defined optimum: the activation energies and the

partition functions of the rate-limiting steps and the quasi-equilibrium steps, as well as the

Urbach energy, which controls the amount of static disorder. The fast steps ensuing a rate-

limiting step do not matter as long as the rate constants are greater than the rate-limiting

step, and the slow steps competing with a rate-limiting step or a fast step do not matter

as long as the rate constant is smaller than the relevant step. Thus, we can construct a

compact model, where we set most of the rate constants to zero or a large value. Again, we

provide the details in Section S5. The compact model gives RMSNEs on par with the original

model, and the calibrated parameters tend to be within a narrow range of the parameter

space, suggesting that the 9 parameters have an optimum not only when perturbed one at

a time, but also in the multi-dimensional parameter space.

Interestingly, the effective rate constant of the hole transfer to the methoxy anion must
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be at least an order of magnitude smaller at 180 K than it is at 80 K, as shown in Table S1.

The non-Arrhenius behavior is not an artifact of the mechanistic model containing a back

transfer step. As discussed above, the rate constants of the back transfer steps can be set to

zero with no consequence on RMSNE, so the back transfer is not effective at counteracting

the hole transfer. The non-Arrhenius behavior is also not an artifact of the mechanistic

model containing the methanol cation. As shown in Table S2, the modified model with no

hole transfer to the methanol molecule also predicts that the effective rate constant of the

hole transfer to the methoxy anion is orders of magnitude smaller at 180 K than it is at 80 K.

Hence, the non-Arrhenius behavior appears to be intrinsic to the physics of the hole transfer.

We can make sense of the non-Arrhenius behavior using the expression of the effective

rate constant

kr(T ) ∝ [h+(T )]e−∆Er/kBT (11)

where ∆Er is the activation energy; and [h+(T )] is the quasi-steady state density of photo-

generated holes at temperature T . As discussed in Theory, the charge carrier recombination

increases as the temperature increases, so the hole density is a decreasing function of the

temperature. While the Boltzmann factor is an increasing function of the temperature, it

reduces to ≈ 1 if the activation energy is small enough. Indeed, computational studies have

reported that it is easy to trap a hole at the methoxy adsorbate, and the hole transfer to

the methoxy anion is downhill.11,14 Then, the hole transfer might have a small barrier. It

is plausible that the “effective” rate constant of the hole transfer to the methoxy anion can

decrease as the temperature increases.

Furthermore, taking the ratios of the effective rate constants gives

exp

[
(∆EI −∆EII)

(
1

kBT1

− 1

kBT2

)]
=

kI(T1)/kI(T2)

kII(T1)/kII(T2)
(12)

Substituting I = [CH3OH → CH3OH+], II = [CH3O− → CH3O·], T1 = 80 K, and T2 =

180 K, we deduce that ∆ECH3OH→CH3OH+ − ∆ECH3O−→CH3O· & 0.2 eV. Incidentally, this
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value coincides with the GW results of Ma et al., which identified 3.91 eV and 3.70 eV as

the excited states where the hole has a significant density on the methanol and the methoxy

adsorbates, respectively.15 While this is not sufficient evidence to conclude whether the

methanol molecule can trap a hole, it is important to remember that chemical kinetics

might not always proceed according to the energetics. Per molecule, the hole transfer to

the methanol molecule is slower than the hole transfer to the methoxy anion at both tem-

peratures. However, the relative abundance of the methanol molecule and the slowdown of

the hole transfer to the methoxy anion appear to enable the methanol molecule to be the

dominant hole scavenger at 180 K.

Distributions of Coverages and Rates

In the previous section, we noted spreads in the coverages (occupation probabilities) and the

rates due to the static disorder. As discussed in Methods, only the effective rate constants

of the hole transfer to the methanol molecule and the methoxy anion were assumed to differ

site to site. Since the static disorder is contained in the hole transfer, the effects of the

static disorder must be propagating throughout the reaction network. We have used colors

to indicate the types of observed distributions in Figure 4.

Since the trap energies had a unimodal distribution, one might expect the coverages and

the rates to exhibit a unimodal dsitribution, as well. Indeed, most of the coverages and the

rates (blue in Figure 4) exhibit a unimodal distribution, as shown in Figure 5a. Remarkably,

the coverages of the methanol molecule and the methoxy anion at 80 K (orange in Figure 4a)

exhibit a bimodal distribution, as shown in Figure 5b. The sites with high and low coverages

are divided into distinct groups, and the two groups appear to contain similar fractions of

sites. Moreover, the sites with high and low coverages of the methanol molecule also have

high and low coverages of the methoxy anion, respectively, as shown in Figure 5c. The

correlation of the coverages might be attributed to the quasi-equilibrium of the methanol

molecule and the methoxy anion.
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Figure 5: Time-averaged distributions of the coverages in HHPA: (a) the methoxy radical
at 80 K, blue in Figure 4; (b) the methanol molecule at 80 K, orange in Figure 4a; (c)
the methanol molecule and the methoxy anion at 80 K, both orange in Figure 4a; (d) the
methanol molecule at 180 K, yellow in Figure 4b; (e) the formaldehyde at 180 K, green in
Figure 4b; and (f) the methanol molecule and the formaldehyde at 180 K, yellow and green
in Figure 4b, respectively. The dotted lines and the crosses mark the coverages of the site
with ∆Ei = 0, or kir = k0

r .
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The coverages of the methanol molecule and the methoxy anion at 180 K (yellow in

Figure 4b) continue to exhibit a bimodal distribution, as shown in 5d. Only, sites with low

coverages are a majority, and sites with high coverages are a minority. The coverage of the

formaldehyde at 180 K (green in Figure 4b) also exhibits a bimodal distribution, as shown in

Figure 5e. For the formaldehyde, the weights are the opposite of the methanol molecule and

the methoxy anion. Sites with high coverages of the formaldehyde are a majority, while the

sites with low coverages of the formaldehyde make only a small bump on the distribution.

Indeed, the sites with high and low coverages of the formaldehyde have low and high coverages

of the methanol molecule, respectively, as shown in Figure 5f.

Figure 6: Time-dependent distributions of the coverages and coverages as a function of the
trap energy: (a,d) the methanol molecule at 80 K; (b,e) the methanol molecule at 180 K;
and (c,f) the formaldehyde at 180 K. The dotted curves mark the coverages of the site with
∆Ei = 0, or kir = k0

r .

The bimodal distributions are not results of time-averaging, and they are manifest at

each point in time. As shown in Figure 6a, the coverages of the methanol molecule and

the methoxy anion at 80 K diverge in a monotonic manner. Meanwhile, the coverages of

the two species at 180 K exhibit a peculiar behavior. As shown in Figure 6b, the group

with high coverages is the majority in the short time. Then, there is an inversion at t ≈
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25 min, whence the group with the low coverages takes the majority. Finally, the coverage

in the formaldehyde at 180 K appears as a pixel-thin curve in Figure 6c. Even though the

distribution resembles Figure 5e at each point in time, the spread is so narrow compared to

the changes in the mean that it only undergoes translations on the most part. We provide a

complete collection of the time-averaged and time-dependent distributions in Figures S19–

S25. Furthermore, we note that the corresponding coverages and rates in the modified model

and the compact model also exhibit bimodal distributions, as shown in Figures S26–S45.

Effectively, there are two groups of Ti5c sites on the TiO2 surface. On the high-activity

sites, the hole transfer to the methanol molecule and the methoxy anion is rapid, so the reac-

tants undergo rapid oxidation to the formaldehyde. On the low-activity sites, the hole trans-

fer is slow, so the methanol molecule and the methoxy anion remain in quasi-equilibrium,

with occasional oxidation to the formaldehyde. Hence, the high-activity sites end up with

low coverages of the methanol molecule, and vice versa. The two groups of Ti5c sites are

not distinct in a discrete fashion, but they represent ranges on a continuum of trap ener-

gies. Thus, it makes sense that sites with low coverages of the methanol molecule increase

at 180 K. At higher temperatures, higher barriers can be overcome, so more sites join the

high-activity group. The surprising part is that there are few sites in the transition zone,

and a continuous change in the rate constants appear to give an abrupt change in the rates,

akin to a dynamical transition or a bifurcation in the reaction network.

Since a significant fraction of the sites have ∆Ei ∼ kBT , it is not a surprise that a

distinct high-activity group emerges. In Figure 5, we have marked the expected coverage of

a site with ∆Ei = 0, or kir = k0
r , and the mark coincides with the high-activity group, as

expected. However, it is curious that a wide range of sites with ∆Ei � kBT end up with

similar coverages and give rise to the low-activity group. This is due to the limits on the

coverages. As shown in Figures 6d and 6e, sites with only a few Urbach energies of trap

energy are already so inactive that they retain the initial coverage of the methanol molecule.

Meanwhile, the diffusion of formaldehyde at 180 K entails a minimum coverage even on these
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inactive sites, as shown in Figure 6f. We expect that most types of static disorder with a

long tail in the distribution of trap energies would lead to the emergence of the high-activity

and the low-activity groups.

To establish the robustness of the division, we examined the normal, Poisson (k = 2),

and hyperbolic secant distributions, in addition to the Poisson (k = 0) distribution of trap

energies. We provide the details in Section S7 and discuss the key results here. The Poisson

(k = 2) and the hyperbolic secant distributions enhance the division in the coverages of the

methanol molecule at 80 K, while reducing the division in the other coverages. Only the

normal distribution predicts a significant reduction of the division in all of the coverages.

On the one hand, the normal and the hyperbolic secant distributions evoke the deep trap

states in the middle of the band gap, rather than the shallow trap states at the band edge.

As discussed in Methods, it is dubious whether the mid-gap states can participate in the

photochemistry. Thus, we continue to prefer the Poisson distribution. On the other hand,

the division appears to be quite insensitive to the type of static disorder, as long as the

distribution of trap energies has a long tail. Hence, the emergence of the two groups might

play a significant role in a variety of photocatalytic processes on TiO2.

Conclusion

We have described a novel method to simulate the chemical kinetics of methanol oxidation

on TiO2. Combining the intuition of MFSS with PA, HHPA can describe the effects of static

disorder and dynamic correlation at the same time. Furthermore, pre-averaging over the

static disorder in one site of each pair makes HHPA efficient enough to simulate systems of

several species and calibrate rate constants.

The simulated kinetics indicate that the dominant hole scavengers are temperature-

dependent – the methoxy anion at 80 K and the methanol molecule at 180 K. Even though

the thermally activated cleavage of the OH bond is orders of magnitude faster, the methoxy

27



anion tends to revert to the methanol molecule before it traps a hole. Thus, the hole-

activated cleavage of the OH bond determines the overall kinetics at 180 K. Static disorder

in the hole transfer steps appears to explain the stretched exponentials in the observed kinet-

ics. Remarkably, two groups of Ti5c sites emerge with innate and disparate activities, even

though no such division exists in the underlying rate constants. Since the division appears

to be quite insensitive to the type of static disorder, the emergence of two groups might play

a significant role in a variety of photocatalytic processes on TiO2.

Based on these results, we propose a number of directions that require attention in the

future. Concerning TiO2 and methanol oxidation in particular, it would be of both practical

and theoretical interest to determine whether the high-activiy sites and the low-activity sites

retain their individual properties when the surface is cleaned and a new layer of adsorbates is

deposited. Furthermore, there are few systematic studies of the chemical kinetics at ranges

of temperatures, coverages, and defect densities that would help identify the mechanistic

regimes that might exist. Concerning chemical kinetics in general, it might be of interest to

identify and classify systems where a combination of static disorder and dynamic correlations

has non-trivial effects on chemical kinetics.
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