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ABSTRACT  

High-throughput methods in science have created a trend to generate massive amount of 

data that challenge our ability to mine and search through massive information spaces. Thus 

more efficient and effective solutions for data analysis and optimization are required 

continuously. The best solutions for many problems-solving approaches in science could have 

many sources of inspiration coming from diverse natural phenomena. In this context, most 

Artificial Intelligence (AI) approaches benefit from emulation natural processes for their 

information processing strategy. Among the AI protocols, meta-heuristic algorithms for learning 

model and optimization have exploited a number of biological phenomena leading to highly 

effective search and learning engines. Examples of these processes are the ant colony 

organization, brain function and genetics among others. The evolution has turned all these 

biological events in highly efficient procedures, whose basics principles have then provided an 

excellent ground of new computational algorithms The aim of this report is pave the way to a 

new class of nature-based meta-heuristic methods which shall be based on diverse chemical and 

biomolecular systems. We present five examples from different subjects of Chemistry like 

Organic Chemistry, Chemical Physics and Biomolecules; and introduce how computational 

models could be inferred from them. Besides, we develop one of these models, in detail, which is 

based on protein evolution and folding principles. We consider that the wealth of systems and 

processes related to Chemistry, as those described in the present communication, might boost the 

development of relevant meta-heuristic and classification algorithms in upcoming years.  

 

 

 

 

Keywords: Natural phenomena, Chemistry process, Computational algorithm, Artificial 

intelligence, Learning engine, Meta-heuristics, Protein folding. 
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1. INTRODUCTION  

Complex optimization problems demand efficiency and robustness optimization 

algorithms.1 Many researches in areas of Artificial Intelligence (AI), Operations Research and 

Engineering have been increasingly interested in this kind of problems. Besides, the field 

represents an attractive scientific challenge because it implies working under the paradigm of 

identifying a simple approach to achieve a complex solution.2  

The word heuristic comes from the Greek term “heuriskein” that means “to find”. The first 

time the term heuristic appears was by Polya 1957 in his classic report “How to Solve It?”.3 The 

heuristic methods became central in the solution of complex problems since the beginning of the 

research in AI.4 Later, Simon defined a heuristic approach as a process that can solve a problem 

without guaranteeing the exact solution.5 A modern definition was presented by Reeves as: “A 

heuristic technique (or simply heuristic) is a method which seeks good (i.e. near-optimal) 

solutions at a reasonable computation cost without being able to guarantee optimality, and 

possibly not feasibility”.6 Consequently, the success of heuristic algorithms depend integrally to 

the specific problem that is being solve.7 This issue is expressed in a relevant theorem published 

by Wolpert and Macready in 90´s decade, which mention that do not exist the heuristic method 

that could solve any kind of optimization problem with better solutions than the other method.8 

This theorem constitutes the main driving force for the development of new and more efficient 

heuristics algorithms. 

The term meta-heuristics was used by Glover, in 1986,9 making reference to a master 

strategy that guides and modifies other heuristics to produce solutions beyond those that are 

normally generated in a quest for local optimality. The heuristics guided by such a meta-strategy 
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may be high-level procedures or a description of possible transformations that turn one solution 

into another, together with an associated evaluation rule. 

The meta-heuristics techniques have applications in wide range of computer models. 

Among the most relevant applications, there are the design of chemotherapy schedules, 

optimization of bio-molecular systems, medical decision support and software engineering, 

among others. Significant examples of applications can be seen in references.10, 11 

An important perspective in AI is the inspiration for the core information processing 

strategy of a given technique.12 Computers can only do what humans instruct; the main ideas 

could come from a diversity of sources. Many computational models have inspiration in Biology, 

Physics or Social phenomena. Natural Computing is an interdisciplinary field concerned with the 

relationship of computation and biology, see for details.13, 14 

A field of relevant nature-based inspirations is the meta-heuristic algorithms for model 

learning and optimization.15, 16 Two important groups of meta-heuristic algorithms are the 

Evolutionary Computing (EC) and the Swarm Intelligence (SI). On one hand, EC refers to the 

homologous features of several computational algorithms with the natural-evolution process. On 

the other hand, the main idea of SI is the search for the optimal value of a given problem by 

sharing historical and social information between agents. The main representatives algorithms in 

SI are Particle Swarm Optimization17, 18 and Ant Colony Optimization.19 The popular Genetic 

Algorithms 20, 21 is an important member of EC with Evolution Strategies,22 Evolutionary 

Programming 23 and Genetic Programming.24 A relevant introduction to EC is presented in the 

review of Eiben and Smith.25, 26 

For both EC- and SI-based strategies, the inspiration sources of novel nature-based 

algorithms do not stop in biology. The most recognized physic-based algorithm is Simulated 
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Annealing (SA).27 Along the last two decades, this technique has shown the success of the 

paradigm of a simple nature-inspired computational model to solve large optimization problems. 

Two studies have entered in what it is, to the best of our knowledge, an unexplored source 

of models for novel meta-heuristics methods,  i.e. using a chemical process as background 

inspiration.28, 29 The authors, Alatas and Lam et al., introduce the use of chemical reactions to 

develop new a new meta-heuristic approach.   

Chemistry is a broad field of science interfacing Physics and Biology; therefore, it 

accounts with the wealth and diversity of the entire atomic and nano-scaled world. Chemical 

systems are naturally optimized; actually, the concept of optimization in chemistry can be 

evidenced in dissimilar forms. For instance, there is chemical optimization in the form of thermal 

equilibrium in the Brownian motion of particles in gas and liquid phases, as well as it is also 

present in high symmetry lattices of crystals. Despite the suitability of several chemical systems 

for serving as key principles of heuristic algorithms in AI, they have not received the same 

attention as biological processes. Consequently, the main aim of this report is to shed light into 

several chemical process and systems that can be suitable sources of inspiration for new meta-

heuristics algorithm.  

 

2. BACKGROUNDS  

An optimization process intends to find an optimal solution to a particular problem where 

there are a wide solutions space and exists a discrimination criterion that can be used as objective 

function to assess each independent solution. The value of the variables could be affected for 

some restrictions. 
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Optimization problems can be determined by decision variables with discrete domains, 

which are called discrete optimization problems; and can be modeled generally as a search 

through a large, but finite number of combinatorial solutions. On the other hand, continuum 

optimization problems are a class where the decision variables possess an infinite domain of real 

numbers.   

Optimization algorithms can be classified into two categories: gradient-based methods, in 

which derivative vectors are used to drive the search process, and direct-search methods, in 

which only the objective function values are used to drive the search.30 Furthermore, the number 

of solutions stored in every step of the algorithm provide one of the most relevant features of a 

meta-heuristic method, i.e. sequential or population-based algorithms. The first methods work 

with one solution in every stage of the algorithm while the second use successive sets of putative 

solutions respectively. Some heuristics can work with a multi-objective framework based on the 

use of more than one decision variable. Multi-objective approach must keep out solutions with 

high performance in at least one of the objectives, but with poor performance in the rest of the 

objectives.31 

The population-based methods show some advantages: a) continuous sampling of 

information from diverse regions in search space, b) the variance of the population provides 

good information about the extent of the potential search region 30. There have been proposed 

four items in which population-based meta-heuristics can be tuned in order to increase their 

performance: (i) the selection of a subset of solutions from the population, (ii) the generation of 

new solutions using the selected subset, (iii) choosing inferior or spurious solutions for 

replacement, and (iv) updating the solution base with new or old solutions. Most of the 

differences among the meta-heuristic approaches relay on the second item, whose operators can  
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Table 1. Optimization Methods (OMs).  
Method Ref. 

Swarm based OMs 

Artificial fish-swarm algorithm 32-34 

Bacterial foraging optimization 35-37 

Bat algorithm 38, 39 

Bee colony optimization 40 

Cat swarm optimization 41, 42 

Firefly algorithm 43 

Glowworm swarm optimization 44-46 

Krill Herd algorithm 47 

Monkey search optimization 48, 49 

Cuckoo search 50 

Spotted hyena optimizer 51 

Lion optimization algorithm 52 

Group search optimizer 53 

Dolphin echolocation algorithm 54 

Biogeography-based optimization 55 

Whale optimization  algorithm 56 

Shark smell optimization 57 

Salp swarm algorithm 58 

Moth-flame optimization algorithm 59 

Dragonfly algorithm 60 

Crow search algorithm 
61 

Ant Lion optimizer 62 

Flower pollination algorithm 63 

Symbiotic organisms search 64 

Swine influenza models based optimization 65 

Virulence optimization algorithm 66 

Virus colony search 67 

CSA: based on chemotherapy science 68 

Cuttlefish algorithm 69 

Physics based OMs 

Artificial physics optimization algorithm 70, 71 

Big bang–big crunch optimization 72, 73 

Central force optimization 74, 75 

Charged system search 76 

Electromagnetism-like algorithm 77, 78 

Galaxy-based search algorithm 79 

Gases Brownian motion optimization 80 

Gravitational search algorithm 81, 82 

Grenade explosion method 83 

Intelligent water drops algorithm 84, 85 

Particle collision algorithm 86 

Ray optimization 87 

Variable mesh optimization 88, 89 

Spiral dynamics inspired optimization 90 

Thermal exchange optimization 91 

Vortex search algorithm 92 

Water cycle algorithm 93 

Water wave optimization 94 

Simulated annealing 95 

Rain-fall optimization algorithm 96 

https://link.springer.com/article/10.1007/s00521-013-1367-1
https://link.springer.com/chapter/10.1007/978-3-319-42092-9_7
https://ieeexplore.ieee.org/abstract/document/4475427/
https://www.sciencedirect.com/science/article/pii/S0965997816300163
https://onlinelibrary.wiley.com/doi/abs/10.1002/cplx.21634
https://www.sciencedirect.com/science/article/pii/S0965997816307736
https://www.sciencedirect.com/science/article/pii/S0045794916300475
https://www.sciencedirect.com/science/article/pii/S0965997815000113
https://www.sciencedirect.com/science/article/pii/S1568494612003109
https://link.springer.com/chapter/10.1007/978-94-015-7744-1_2
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Optics inspired optimization  97 

Ions motion algorithm 98 

Hydrological cycle algorithm  99 

Fractal-based algorithm 100 

Colliding bodies optimization 101 

Charged system search 76 

Atmosphere clouds model optimization  102 

Social based OMs 

Imperialist competitive algorithm 103 

Parliamentary optimization algorithm 104 

Teaching learning-based algorithm 105 

Anarchic society optimization 106 

Shuffled frog leaping algorithm 107 

Fish school search 108 

Sperm whale algorithm 109 

Grey wolf optimizer 110 

Brain storm optimization algorithm 111 

Cohort intelligence algorithm 112 

Tabu search 9, 113 

 

follow dissimilar background information. The Table 1 summarizes several meta-heuristic 

algorithms organized by their inspiration sources. 

Over the last years, a significant number of hybridization between traditional meta-

heuristic algorithms were reported. The main motivation behind the hybrid algorithm is to 

exploit the complementary characteristic of different optimization strategies 114. Moreover, meta-

heuristic algorithms, especially Genetic Algorithms, are key-part many soft-computing learning 

approaches to solve non-lineal problems, i.e. the Genetical-Fuzzy Systems.115 

Recently a new problem-solving approach named hyper-heuristics (HH) has emerged. The 

main idea of this approach is the automatic design and adaptation of heuristic methods in order to 

solve hard computational search problems. About a decade ago HH were showed up as heuristics 

to choose heuristics in the context of combinatorial optimization. Burke as proposed a modern 

definition of the term: “A hyper-heuristic is an automated methodology for selecting or 

generating heuristics to solve hard computational search problems” 116. The earlier point of view 

refers to methodologies for selecting existing heuristics. The second includes the heuristic 

https://link.springer.com/chapter/10.1007/978-3-642-00267-0_9
https://www.sciencedirect.com/science/article/pii/S0965997813001853
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generation of new heuristics from components or pieces of others. Several studies have shown 

the application of HH in real optimization problems.117-121 

In spite of the advances in nature-inspired heuristics, it is surprising that chemistry has not 

been so far a relevant source of models to design meta-heuristic approaches. The Chemical 

Reaction Optimization (CRO)29 and the Artificial Chemical Reaction Optimization Algorithm 

(ACROA)28, 122 are, to the best of our knowledge, the pioneers in a potentially promising kind of 

chem-inspired meta-huristics. The CRO has been used in some problems such as distribution 

network reconfiguration,123 grid scheduling problem,124 job shop scheduling problem125 and 

stock portfolio selection.126 Original CRO has been shown to perform well in many optimization 

problems of discrete and finite search space; although an update of this algorithms, called Real-

code chemical reaction optimization (RCCRO), have been proposed intended to continuum 

optimization problems. 

Although these chemical models for meta-heuristics have definitely opened a door to a 

next generation of approaches in AI, chemical inspiration remains limited. In the next sections, 

we intend to fill this vacuum by, first, introducing and describing a new meta-heuristic model 

based on one of the most popular open problems in Chemistry: the protein-folding problem. 

Then, four other chemical processes are presented by sketching their possible application for 

generating new meta-heuristic algorithms for artificial intelligence. 

 

3. NOVEL MODEL INSPIRED IN PROTEIN EVOLUTION & FOLDING   

Proteomics is the part of molecular biology intended for the study of proteins. The central 

dogma of this science suggests that the sequence of a protein determines its structure and this in 

turn determines its function.127 Following this paradigm, it can be understood that the native state 
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of a protein is not only the optimum state given an amino acid sequence; but also within the 

space of sequences, the observed sequence is optimum for the structure. These two optimization 

problems are known as direct- and reverse-protein-folding problems. 

There are several models that explain the protein folding process, examples of these are the 

hydrophobic collapse, the Diffusion – Collision128 and Nucleation – Condensation129, 130 models, 

and the theory of the free energy landscape;131, 132 which is accepted as the more general model 

to describe the process. All these approaches have in common that the hydrophobic amino acids 

are occluded inside the protein, whereas polar residues remain mostly exposed on the surface. 

This general trend has been modeled using a simple model with only two kinds of amino acids, 

hydrophobic (H) and polar (P).132-134 Here, we develop a computational model that employs a 

heuristic framework based on these basic principles of protein folding. 

3.1 Model Definition 

A problem of n variables, where all of them share the same domain, is represented by 

protein with a sequence of n amino acids, or residues, aa1, aa2, …, aan, that represent the 

variables. Every residue (aai) possess an associated classification as either hydrophobic (H) or 

polar (P), which is randomly assigned initially. A conformation corresponds to a vector of 

length n where each aai adopts a value within its domain. Depending on the values of the amino 

acids (variables), each one is classified as internal (I) or superficial (S) as long as the local 

density (ρi) of aai is larger or lower than a cutoff value ρ*, respectively. The parameter ρi 

represents the number of amino acids (variables) whose values are within the range: aai ± h, 

where h is a fixable parameter according the domain of the variables in the problem.  



 

otherwiseS

I
aa

i

i


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A protein is built as the combination of a sequence and its corresponding conformation, 

and represents a putative solution of the problem. In a protein, the attributes of an amino acid 

are: a value, a type (H, P) and a classification according its value (I, S), this leads to four 

possible classifications for a given amino acid (HI, HS, PI, PS), which depend on the value and 

the assigned type. The meta-heuristic algorithm described ahead operate by favoring the 

exchange of amino acids classified as HS and PI into HI and PS, in agreement with the general 

trend of a protein folding event. The final goal is increasing the stability of the protein, which is 

represented by the objective function of the problem. 

In order to optimize the values of the variables (conformation) the algorithm uses 

auxiliary operators that acts over the type (H or P) of residues (sequence) and thus determine the 

subsequent change of the conformation.  

3.1.1 Operators for sequences 

Several biosynthesis process, mediated by peptidases and peptidiltransferases, determine 

the primary structure of a protein. These processes are used to search within the space of residue 

types (H or P) in a given sequence.  

 C-Peptidase: This subtractive operator eliminates the last residue of a sequence. 

 N-Peptidase:  This subtractive operator eliminates the first residue of a sequence. 

 Peptidyltransferase-H: This additive operator inserts a residue of type H to the end of a 

sequence. 

 Peptidyltransferase-P: This additive operator inserts a residue of type P to the end of a 

sequence.  

 Circular Permutation: this operator places the last l residues of a sequence to the first l 

positions of the chain. 
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Protein evolution is a process largely depending on Genomics, therefore this heuristic 

method is presented as a sort of hybrid heuristic that incorporate operators of GA to search 

among the space of sequences (distribution of amino acids of type H and P). 

 Mutagenesis: This operator randomly changes the type (H or P) of any residue in the 

sequence. 

Nonetheless is worth highlighting that the actual solutions of this heuristics are the 

conformations (vector of values of all the aa), the sequence is only used to determine how the 

conformation operators shall be applied.  

This concept of using a heuristic method to tune the application of other heuristics over the 

solution vectors, it resembles the modern hyper-heuristics approaches. Such fact it highlights the 

potential of the natural processes involved in protein evolution and folding, as a promising 

framework to develop a new computational model like the one described ahead.  

3.1.2 Operators for conformations 

 Folding Operator: This operator changes the value of an amino acid aai, classified as HS, 

to a random value within the range: aaj ± h, where the amino acid aaj must have higher 

local density than aai. The trend of this operator is to transform HS residues to HI. 

 Unfolding Operator: This operator changes the value of an amino acid aai, classified as 

PI, to a random value within the range: aaj ± h, where the amino acid aaj must have lower 

local density than aai. The trend of this operator is to transform PI residues to PS. 

 Nucleation Operator: this operator changes the values of a group of amino acids of type 

H, into random values within the range: aai ± h, where aai should be the amino acid with 

larger local density in the selected group. The trend of this operator is to aggregate 

hydrophobic amino acids. 
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 Random Movements: The operator assign a random value to an amino acid classified 

either as HS or PS. This operator resembles the higher conformational freedom of 

residues on the surface of the protein. 

A sui-generis operator is introduced based on the ancillary role of chaperone proteins in 

folding other chains. This operator, named Chaperone operator, modifies the classification as 

internal (I) or superficial (S) of each amino acid, but it does not affect the conformation directly, 

i.e. this operator does not vary the values of the variables. This operator shall work as follow: i) 

In an intermediate step of the algorithm the protein P is merged with another one that is called 

chaperon. ii) The arrays of residues from both proteins are concatenated to form a complex, 

represented as a new array with the double of the number of variables in a solution. iii) The 

resulting complex is used to re-compute the local density of each aa and re-assess their 

accessibility class (I or S). iv) The part of the complex that belong to the chaperone protein is 

then separated from P, obtaining an updated protein with the same values for all residues but 

with a different classification of S and I for every amino acid. 

Consequently, the Chaperone operator, per se, do not create a new solution, but it 

modifies the classification of the residues, thus affecting the application of the conformational 

operators. The chaperone protein could be an external solution that is known to be close to an 

optimum solution. 

The proposed  model introduces some new features for search and optimization, the 

implementations of this approaches could exploit some ideas as linkage learning,135 

intensifications in important hyper planes in the search space and auto adaptive techniques with 

tuning on the fly. 

3.2 Pseudo-code of the algorithm 
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Scheme 1. Description of the pseudo-code of the algorithm. 

//Biosynthesis 

Initialize the parameters: h, d, pf, pu, pb, k, l, M, fH from input data; 

Generate a protein P with a random sequence and a random conformation; 

Evaluate the objective function, OF, in P to determinate its stability; 

Compute the local density of each aa; 

Classify each aa of P as internal I or superficial S (local density [], d); 

Create a clone P’ of P; 

//End Biosynthesis 

//Folding 

Apply subroutine Folding (P’, pf, pu, pn, pb, k) by applying conformation operators; 

//End folding 

While (current cycle < M) 

//Start Evolution 

Repeat 

Generate a random number m in the range [1, number of aa); 

Select, randomly, a fragment O of P’ with length m; 

Select, randomly, a number n among [0, 1, 2, 3, 4, 5]; 

Switch (n) //One of the next options is selected 

case 0: Apply the Circular Permutation operator on O;  

case 1: Apply the C-peptidase operator on O; 

case 2: Apply the N-peptidase operator on O; 

case 3: Apply the Peptidyltransferase-H operator on O; 

case 4: Apply the Peptidyltransferase-P operator on O; 

case 5: Apply the Gene Mutation operator on O; 

End Switch 

Until (l iterations) 

//End evolution 

//Folding 

Apply subroutine Folding (P’, pf, pu, pn, pb, k); 

//End folding 

//Application of Chaperone protein 

Generate a random number r in the range [0,1); 

If (r ≤ 0.5) apply the chaperone operator on P’; 

//End application of Chaperone protein 

//Folding 

Apply subroutine Folding (P’, pf, pu, pn, pb, k);  

//End folding 

End While 
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Subroutine Folding (P’, pf, pu, pn, pb, k) 

Repeat 

Generate a random number r in the range [0,1); 

If (r ≤ pf) apply the folding operator on P’; 

Else if (pf < r ≤ pf + pu)  

Apply the unfolding operator on P’; 

Else if (pf + pu < r ≤ pf + pu + pn)  

Apply the unfolding operator on P’; 

Else  

Apply the random movement operator on P’; 

Evaluate the OF of P’; 

If (OF(P’) is better than OF(P)) P = P’; 

Else  

Generate a random number r in the range [0,1); 

If (r > pb) P = P’; 

Until (k iterations) 

End Subroutine 

 

Table 2. Summary of the parameters of the code. 
Parameter Description 

h Cutoff of the neighborhood of each amino acid (aai ± h) to determine the local density. 

d Cutoff of local density to define Internal and Superficial amino acids 

pf Probability of folding* 

pu Probability of unfolding* 

pn Probability of nucleation* 

pb Probability of stepping back (After the evaluation of a given solution, the algorithm continues with it 

in spite of being worse than the best solution found to the moment). 

M Maximum number of cycles. 

fH Fraction of aa of type H during the biosynthesis. 

k Number of folding iterations in each cycle. 

l Number of evolution iterations in each cycle. 

*The sum of pf, pu, pn must be equal or lower than 1. 

In this section, we present the pseudo-code of the previously introduced optimization 

algorithm based on protein evolution and folding principles.   

This method, in accordance with the protein folding process, is presented as a sequential 

algorithm. However, this can be transformed in a population-based heuristic by simply applying 

the conformation operators directly to the complex protein – chaperone, where the chaperone 

might be any other protein of the population. The possibility of transforming the heuristics based 
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on such simple and even natural consideration highlights the potential impact and applicability of 

the novel Nature-based heuristic method. 

 

4. PUTATIVE MODELS FOR CHEM-INSPIRED HEURISTICS  

Chemistry is a field science that gathers many dissimilar systems which vary among: 

organic, inorganic, atomic, molecular, crystalline and polymers. Additionally, it comprises a 

series of principles that rules the evolutions of atomic and molecular systems and processes. 

Ahead in the section, we describe basic principles of chemical systems that can serve as the 

bases for four computational models of novel chem-inspired heuristics.  

4.1 Chemical reactivity principles 

Chemical reactivity and stability have been defined in terms of several magnitudes such as: 

entropy, free energy (or energy for very small systems), chemical potential, electronegativity 

equalization, polarizability and chemical hardness. The maximum harness (MHP) 136, 137 and 

minimum polarizability (MPP) 138 principles are rather equivalent concepts that generalize the 

rules of reactivity among organic compounds. Similarly, the electronegativity (or chemical 

potential) equalization principle (EEP) is another reactivity tendency.138 A stable system, should 

achieve an equivalent chemical potential throughout the molecule, and specifically between 

bonded atoms. That is, there should not have a net forces to transfer electron density from one 

point to another. 

Chemical hardness (ƞ) and polarizability are conversely related and can be estimated by 

means of the difference between the energies of the Highest Occupied Molecular Orbital 

(HOMO) and the Lowest Unoccupied Molecular Orbital (LUMO), ƞ = (HOMO – LUMO) / 2. 

The lower de energy gap, between HOMO and LUMO, the lower is the chemical hardness and 
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higher is the polarizability. The chemical potential is considered to be the opposite of absolute 

(Mulliken) electronegativity and can be approximated by µ = - (HOMO + LUMO) / 2, equivalent 

to the mean energy of both orbitals. 

In order to define, on the basis of the above reactivity principles, a computational heuristic 

model to search a space of N variables for an optimal solution, could be considered the next 

homologations: i) Be the energy of the system defined by the objective function of the problem. 

ii) Be the pair HOMO-LUMO a couple of variables selected in a given way (for instance they 

could be the pair of variables with minimum difference between their values among a random 

sample of the problem’s variables). Therefore, an operator based on the MHP could modify the 

values of a selected pair of variables in order to increase the difference between them. Another 

operator that can be defined is based on the EEP, which could modify the values of two pairs of 

variables such that their mean values (i.e. their chemical potentials) tend to be equalized. In 

conjunction, both operators could guide a meta-heuristic search through the solutions space of a 

given problem.  

4.2 Photon transitions 

Transitions in the electromagnetic spectrum vary in a wide range from radiofrequencies, 

which induce transitions between the nuclear spin states, to gamma radiations with high 

ionization power.  

Transitions commonly obey symmetry restrictions according the states involved in the 

process. A quantum of energy either can be absorbed or emitted, leading to an excited state or a 

more stable one respectively. Eventually every excited system tends to return to its ground state 

spontaneously, this phenomenon in the context of UV-vis radiation is called fluorescence. 
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This knowledge may be used to define a computational model in which the range of 

variation of every variable could be divided into several bins using specified threshold or 

percentiles values.  

The different types of transitions could determine the operators of this model, such that the 

value of a given variable can change to near, or distant, regions in its domain according the 

selected operator, e.g. gamma, UV-VIS, IR, microwaves, etc. The acceptance of a modification 

could be restricted by secondary functions that rule the permissibility of the transition. 

Ultimately, the energy of the system may be represented by the objective function of the 

problem. Consequently, all fluorescent-permitted transitions (i.e. those leading to a better value 

of the function) could be accepted, while a given rule might be follow to accept those transitions 

involving an absorption of energy. For instance, a bad solution might be accepted for a limited 

number of iterations, after which the variable could be re-settled to the best solution found 

previously.  

4.3 Mechanisms of Organic Reactions 

Most of the reactions of aliphatic-organic compounds can be detailed by means of five 

basic mechanisms called: Substitution Nucleophilic Unimolecular (SN1), Substitution 

Nucleophilic Bimolecular (SN2), Elimination Unimolecular (E1), Elimination Bimolecular (E2) 

and Addition (A). The SN1 is a two-step mechanism in which the substrate loses a group, named 

leaving group, and then a nucleophile attacks to the intermediate structure; in between, the 

intermediate structure may undertake arrangements of groups near to the position of the leaving 

group. The SN2, on the contrary, is a concerted transformation in which the leaving group and 

the nucleophile participate in a single step. The E1 is a reaction that shares the same first step of 

the SN1, but in the second step, the intermediate suffers the elimination of other group (a 
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hydrogen) next to the position of the leaving group giving rise to the formation of a double bond 

between these positions. Arrangements are also possible in this mechanism. The E2 mechanism 

is a one-step transformation where a leaving group and an adjacent hydrogen are eliminated at 

the same time forming a double bond. Finally, the Addition reactions are conversed processes to 

the eliminations and therefore as the result two groups are added to an existing unsaturation. In 

this reaction, the arrangements are not common but the additions may undertake in two ways: 

syn-addition (syn-A) and anti-addition (anti-A). In the syn-A reaction, both groups are added in 

the same face of the plane of a double bond, whereas in the anti-A the groups are inserted in 

opposite faces of the double bond. 

     Such mechanisms can become a framework to computational heuristic models 

considering the values of the variables of a given problem as the groups of the substrate 

molecule:  

A SN1 operator could be defined in the following way: i) a variable vi is selected, ii) a 

second variable vj is selected from the same solution, iii) a rearrangement probability is evaluated 

to decide assigning the value of vj to vi (substitution).  

A SN2 operator could be defined such that the value of a selected variable vi is replaced by 

the value v’i from a different solution.  

An E1 operator may follow the next steps: the same steps i) to iii) of the SN1 are carried 

out, then iv) if the SN1 probability is not accepted, then find a near-neighbor variable of vj 

otherwise find a near neighbor of vi, v) either vj or vi and its near neighbor, are modified in such a 

way the two variables adopt the value of their mean (formation of an unsaturation).  
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An E2 operator may be defined as follow: i) a variable vi is selected, ii) find variable of v’I 

from a different solution, iii) the two variables are modified by assigning the value of their mean 

to each of them (formation of an unsaturation). 

A syn-A operator could be proposed as such: i) a variable vi is selected, ii) find a near-

neighbor variable of vi, iii) the two variables are modified by assigning values between their 

current values and the extremes of the domain of the variables (addition). The variable with 

lower value moves to the low-end of the domain, while the variable with higher value moves 

towards the top of the domain (syn addition). 

Similarly, an anti-A operator could be proposed as such: i) a variable vi is selected, ii) find 

a near-neighbor variable of vi, iii) the two variables are modified by assigning values between 

their current values and the extremes of the domain of the variables (addition). The variable with 

lower value moves to the top-end of the domain, while the variable with higher value moves 

towards the low-end of the domain (anti addition). 

4.4 Carnot’s Cycle:  

The Carnot’s cycle is a model of a thermal machine that works with an ideal gas doing 

reversible transformations between two thermal sources of different temperature. The cycle is 

composed by two isothermal processes and two adiabatic ones, which are organized in an 

intercalated scheme: 

Step 1: Isothermal expansion. The gas receives an amount of heat and it uses this energy to 

exert an equivalent amount of work while the internal energy of the system remains 

invariant. 

Step 2: Adiabatic expansion. The gas is expanded without exchange of heat but decreasing its 

temperature and consequently its internal energy as well. 
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Step 3: Isothermal compression. The gas loses an amount of heat but it receives an equivalent 

amount of work while the internal energy of the system remains invariant. 

Step 4: Adiabatic compression. The gas is compressed without exchange of heat but increasing 

its temperature and consequently its internal energy as well.    

This ideal process achieves the optimum efficiency among any thermal machine working 

between the same heat sources. Such optimal behavior highlights this system as a potential 

background to an efficient optimization algorithm.  

A heuristic model based on Carnot’s cycle could be defined by considering the variables of 

the problem as particles of the gas. The range of values of the variables could determine the 

volume of a system (set of variables). Besides, the mean value of the variables could be 

associated to the temperature of the system. Within a system, the movements of the gas’ 

particles could be modeled as permutations of the values of variables. The four operators 

related to each of the steps of Carnot’s cycle could be defined as follow:  

1. Isothermal expansion: Given an even subset of variables, i) a number of 

permutations are carried out. ii) A random value k is subtracted from the half of the 

variables with lower values, while the same value k is added to the other half of the 

variables. This operator expands the range of values (volume) but it keeps the mean 

value (temperature) intact.   

2. Adiabatic expansion: Given an even subset of variables, i) a number of permutations 

are carried out. ii) A random value k is subtracted from the half of the variables with 

lower values. This operator increases the range of values (volume) at the same time 

that decreases the mean value (temperature).  
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3. Isothermal compression: Given an even subset of variables, i) a number of 

permutations are carried out. ii) A random value k, which must be smaller than the 

half of the range, is subtracted from the half of the variables with higher values, while 

the same value k is added to the other half of the variables. This operator decreases 

the range of values (volume) but it keeps the mean value (temperature) intact.   

4. Adiabatic compression: Given an even subset of variables, i) a number of 

permutations are carried out. ii) A random value k, which must be smaller than the 

half of the range, is added to the half of the variables with lower values. This operator 

decreases the range of values (volume) at the same time that increases the mean value 

(temperature). 

 

5. CONCLUSIONS AND PERSPECTIVES  

The present article presents our view nature-inspired meta-heuristic algorithms. These 

methods have found dissimilar applications proving the suitability of nature-like algorithms to 

find solution for highly complex and multivariate problems. We highlight the lack of method 

exploiting chemical principles to generate novel algorithmic solutions. Hence, there are proposed 

five ideas to fill the current vacuum in the definition of chem-inspired algorithms. The ways in 

which chemical principles can be extrapolated to computational protocols is sketched for these 

five systems. Specifically, based on principles of protein folding, we detail the definition of one 

computational model, and the corresponding operators, for a novel meta-heuristic approach for 

search and optimization. With this article we aim to call the attention of the computational 

biology and medicine, bioinformatics, and computer science community of a relatively 

unexplored but promising field that can result in a new generation of more potent algorithms for 
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find solutions for highly complex computational problems in both social and biological aspect of 

the life.   
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