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Abstract

Bimetallic surfaces allow tailoring their catalytic activity by modifying their composition and/or

structure. However, under operating conditions, catalytically active bimetallic structures are often

not stable and change their morphology which might reduce their functionality. Still, catalytically

active structures do not necessarily need to be thermodynamically stable and might also be ki-

netically stabilized. Here we report kinetic Monte Carlo simulations based on density functional

theory calculation to address the meta-stability of surface alloy systems. As structural changes can

typically only occur via vacancy diffusion in the surface, we first determine the vacancy diffusion

barrier as a function of their bimetallic environment. By determining the temporal evolution of

the bimetallic surface alloys as a function of temperature, we analyze the factors underlying the

stability and structure of the bimetallic surface alloys.
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I. INTRODUCTION

Nowadays, highly optimized catalysts are used to produce most chemical products in the

industry. Due to the limited abundance of catalytically active materials, both the chemical

industry and academic fields aim to understand and improve the catalysts for the efficient use

of available resources 1,2. One of the options is to introduce alloy materials instead of single

metals for heterogeneous catalysts to improve activity and selectivity 3,4. The facile blending

of the alloy components allows to modify the electronic properties and subsequently optimize

the performance of catalysts. Controlling additional parameters such as the structure and

composition of the alloys offers significant possibilities towards a rational catalyst design by

realizing, e.g., single atom alloys 5–9, bimetallic surface alloys and alloy surfaces 10–13, or high

entropy alloy catalysts 14,15. The tailored alloy materials might also substitute or reduce the

use of rare and expensive metal elements in the catalysts while retaining the performance of

the catalysts. One of the straightforward ways to tailor such catalysts is by coating a host

material or nanoparticle with a catalytically active guest metal 16–18.

Often, the catalysts are designed by a more reactive guest element and a more inert host

element, e.g. PtRu 19,20, PtAu 21, AgRh 22, and PdCu 23. The performance of alloy catalysts

can be estimated employing descriptors and scaling relations18,24, where the local reactivity

can be identified by the adsorption energy of probe molecules 6,25,26. The local reactivity

can be characterized invoking ligand and ensemble effects, i.e., the electronic interaction

and local configuration of the alloy components 7,23,27. In addition to the electronic and

geometric contributions, strain effects need to be considered when there is a large lattice

mismatch between the host and guest elements 28,29.

Atomistic modeling can help to identify catalytically active configurations. However, the

most active configurations are not necessarily thermodynamically stable. A thermodynami-

cally stable and active configuration guarantees the longevity of catalysts30, but active sites

can be kinetically created and reduced to inactive ones after some operation period. Random

bimetallic surface alloys can be used as a model catalysts to investigate the local configura-

tion of thermodynamically unstable active sites and the time evolution of their populations

under operating conditions. All possible geometric structures, including active sites, are cre-

ated in a random alloy layer by annealing the bimetallic catalyst at high temperature. The

generated configurations can be frozen by flash-cooling. Then, the thermodynamically un-
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stable local configurations will become kinetically stabilized at operating temperature lower

than the annealing temperature. Still, active sites within unstable configurations might lose

their activity over time 31–34.

State-of-the-art density functional theory (DFT) based calculations are still too demand-

ing, even on modern supercomputers, to sample a sufficient number of atomic configurations

statistically 35,36. Nevertheless, there exist feasible numerical methods to study the stabil-

ity of the surface alloys on the DFT level of accuracy, namely the lattice gas Hamiltonian

(LGH) method 37,38. As demonstrated by Behm et al., a model Hamiltonian parametrized

by first-principles calculations through cluster expansion (CE) techniques can provide good

estimates for the formation energies of alloys 39–41. However, the time evolution of the al-

loy configuration at any operating temperature requires an explicit consideration of surface

kinetics. It is widely accepted that the kinetic Monte-Carlo (kMC) method can simulate

atomistic processes adequately when a complete table of the reactions is known. Within this

approach, the accuracy of the reaction barriers determines the quality of the simulations.

Typically, activation barriers calculated by DFT methods entering kMC simulations through

transtion state theory 42 allow to describe the properties of metals and ordered metal alloys

satisfactorily 43–46.

Numerically, kMC is a coarse-grained, lattice-based atomistic simulation method that

calculates the time-dependent fluctuation of discrete states 44,47–49. Events and timesteps

follow a Poisson distribution and can be randomly selected but weighted by their total

reaction rate. Due to a small computational effort, kMC methods can simulate systems of

mesoscopic sizes for macroscopic time scales. Previous studies with vacancy diffusion as an

alloy mixer have demonstrated that kMC simulations could describe structural properties

and thermal ageing of alloys and nanoparticles 45,46,50–53.

In a previous study 53, we have considered the vacancy assisted diffusion on single-

atom surface alloys for the systems PtRu/Ru(0001), AgPd/Pd(111), PtAu/Au(111) and

InCu/Cu(100). There we found for example that the diffusion of the foreign atom in

PtRu/Ru(0001) and AgPd/Pd(111) is principally rather similar, only that the diffusion

is slower for Ag in AgPd/Pd(111) than for Pt in PtRu/Ru(0001) due to the higher vacancy

diffusion barrier. We have now extended this study for these two systems to address a

larger mixing ratio of the components of a surface alloy. We will address the stability of

the PtRu/Ru(0001) and AgPd/Pd(111) surface alloy catalysts at operating conditions using
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first-principles-based kMC simulations. The model alloy catalysts have been used, e.g. to

study oxygen reduction reaction (ORR) 54–57. The structural changes in the alloy layers are

mediated via vacancy diffusion, with the barriers determined by the DFT calculations.

Experimentally, surface alloys are typically prepared at high annealing temperatures, but

their structures are analyzed by scanning tunneling microscopy (STM) at room tempera-

ture 40,58–60. The short-range order (SRO) of the alloys can be quantified by Warren-Cowley

coefficients (WCC), which correspond to a parameter to evaluate the randomness of an atom

distribution 61,62. In the analysis of the WCCs derived from the measured STM images taken

at room temperature, typically it is assumed that the observed configuration corresponds to

the equilibrium structure at the high annealing temperatures 58,60 which becomes frozen in

at lower temperatures because of the immobility of the surface atoms at lower temperatures.

We will determine the short-range order from the kMC simulations at different temperatures

ranging from the annealing to the room temperature. Thus we will check whether the as-

sumption that the surface alloy structures are frozen in the configuration at the annealing

temperature is justified. Furthermore, the corresponding surface energy changes will be

monitored with a lattice gas Hamiltonian method. In addition, we will discuss the active

site distribution by identifying matching configurations for adsorption of reactive species

along the trajectories.

II. NUMERICAL SETUP

Total energies were evaluated by periodic DFT calculations within the generalized gra-

dient approximation (GGA) using the software package vasp 63. The electronic cores were

described by the projector augmented wave method 64, and the exchange-correlation energies

were evaluated as suggested by Hammer and Nørskov, namely by using a revised version of

the Perdew-Burke-Ernzerhof (RPBE) functional 65. The wave functions were expanded with

a cutoff energy up to 500 eV, and the first Brillouin zone was integrated over a 9 × 9 × 1

k-point grid. The activation barriers of vacancy diffusion to a neighboring hexagonal site

were derived by DFT calculations following the transition state theory (TST) 42.

We assume that local atomic configurations determine the surface energies and diffusion

barriers to describe the stability of alloy surfaces and vacancy-mediated structure changes.

Then, the energies derived from the DFT calculations with a relatively small unit cell can
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be transferred to LGH and kMC calculations for a large system. In order to calculate the

parameters for the LGH and kMC using DFT, the alloy surfaces were modeled by a slab

consisting of five atomic layers. The (6 × 6) and (5 × 5) surface unit cells were used for

PtRu/Ru(0001) and AgPd/Pd(111) surface alloys, respectively. The top three layers of the

slabs were fully relaxed, while the bottom two layers were fixed at their bulk positions. A

vacuum of 15 Å separated the slabs to avoid any interaction between the periodic images.

For the calculation of adsorption energies of CO and OH, the semi-empirical D3 dis-

persion correction scheme of Grimme with a zero-damping 66–68 function was employed to

include the dispersion effects between adsorbates and metal surfaces 69–71. The combination

of RPBE with D3/zero is known to predict properties of small adsorbates/metal interfaces

reliably 69,70,72,73. The cutoff radius for the pair interactions was set to 10 Å. Note that the

screening of vdW interactions in bulk metals is not well-represented in dispersion-correction

schemes based on summing up interatomic van der Waals terms 69,74. Therefore, the vdW

interactions in metals and the adsorbate-metal interactions starting from the second surface

layer were excluded.

The first-principles-based kinetic Monte Carlo simulations were performed by the general

lattice kinetic Monte Carlo (kMC) framework of kmos 75. For the kMC simulations, a peri-

odic setup with 21×21 unit cells was used. At each kMC step, the reaction table for vacancy

diffusion was updated according to the alloy distribution in the six neighboring sites. The

pre-exponential factor used in the kMC simulations was set to 1013/s. For a further detailed

description of the kMC algorithm, we refer to our previous work 49.

III. PARAMETRIZATION OF LATTICE GAS HAMILTONIAN AND KINETIC

MONTE CARLO

The stability of PtRu/Ru(0001) and AgPd/P(111) random surface alloys is derived from

their surface energies ES calculated by an LGH method. The basic idea of this approach is

that the surface energy is decomposable into local interactions between neighboring atoms

and the local atomic configuration. In the case of n distinguishable local configurations, the

surface energy is given by

ES =
n∑

i=1

Esite
i Ri

A
(1)
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with site energies Esite
i of each configuration i, the number of configuration i in the simulation

cell Ri, and the cell area A. In our study we have considered 26 local configurations with

rotational symmetry (n = 26), as shown in Fig. 1, in order to derive the parameters entering

the lattice gas Hamiltonian.

We have approximated the site energy of each local configuration by

Esite
i =

1

2

<nn>∑
j

εi−j +
1

6

<nn>∑
j,k

εi−j−k + · · · = 1

2

<nn>∑
j

εi−j + εi−nn (2)

with decomposed pair εi−j and pattern εi−nn energy components, where the sums only in-

cluded nearest-neighbor (nn) pairs. The double sums leading to the pattern energies εi−nn

have been derived from 26 different alloy configurations illustrated in Fig. 1. To identify the

ε values, we performed DFT calculations of this 26 local configurations (see Fig. 1) in 6× 6

and 5× 5 unit cells. The DFT surface energy Ealloy of each configuration is given by

Ealloy
S =

1

A

(
Ealloy

slab − xE
host
bulk − yE

guest
bulk

)
− Ehost

S , (3)

where Ealloy
slab denotes the total energy of the slab, A is the surface area, Ehost

S represents

the surface energy of the unrelaxed bottom side. Ehost
bulk and Eguest

bulk are the bulk energies of

host and guest elements, respectively. By linearly decomposing the DFT surface energy,

e.g. Ealloy
S = ES, for 26 considered configurations, the ε values are determined as listed

in Tables I and II for PtRu/Ru and AgPd/Pd surface alloys, respectively. We limited the

sums in Eq. 2 to nearest-neighbor pairs because only these pairs entered the encoding of

the diffusion barrier heights. Thus the input for the kMC simulations and the lattice gas

Hamiltonian are consistent. Note that the pair energies εPt−Pt and εAg−Ag are evaluated

from a full monolayer of Pt and Ag on the host substrates, respectively.

The pair energies εi−j and site corrections εi−NN are listed for PtRu/Ru(0001) and

AgPd/Pd(111) in Tables I and II, respectively. As far as the pair energies εi−j are con-

cerned, the expected trend is observed. The interaction energies with respect to the more

reactive host, Ru and Pd, respectively, are larger than those with respect to the less reactive

foreign metal, Pt and Ag, respectively. Note that the pattern energies εi−nn refer to the

clean host, single guest atom, and a monolayer of the guest atom, respectively. The fact

that there are several negative pattern energies εi−nn in Tables I and II already indicates

that mixed surface alloy states are more stable than phase-separated states,
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FIG. 1. 24 out of the 26 alloy configurations taken into account to parametrize the lattice gas

Hamiltonian. The white dots indicate the central atoms of each site i. Please note that b and c

configurations are used to denote two different sites.

The derived site energies Esite
i are used to compute the surface energy of random surface

alloys along kMC trajectories with a customized python code that identifies the site pattern

from the local alloy configurations. It is well-known that an efficient LGH code might take

more than 106 atoms into account 37,76. The site energies and the LGH code are validated

by 21 further DFT calculations of various guest atom concentrations and distributions. The

surface formation energies from DFT and LGH agree within the root mean square deviation

(RMSD) of 2.636 meV/Atom (6.01 %/Atom). We observe that the LGH reproduces the

DFT values better for a low guest atom concentration, below 0.5 ML.

The time evolution of the structural change in the catalyst layer is derived from kMC

simulations. The structural change of flat metal surfaces is typically mediated by vacancy

diffusion and thus sensitive to the precise vacancy diffusion barriers (Eb) depending on the

surrounding configurations 53, we considered vacancy diffusion for all possible neighboring

alloy configurations shown in Fig. 1. For the kMC simulations, we have considered 156

diffusion barriers calculated by the NEB method, as listed in Tab. III. Then, in each kMC
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step, the reaction table is instantly updated by the arrangement of the nearest neighboring

atoms 49,53,77. Based on the form of the Arrhenius relation, the relative difference between

diffusion barriers becomes smaller with increasing temperature. Consequently, in the limit

of very high temperatures the probability of all diffusion steps becomes similar resulting in

rather random configurations of the alloy. However, at the temperatures used in catalysis,

even subtle differences in the diffusion barriers play a significant role with respect to the

resulting structures.

The diffusion barrier height is influenced by the strength and number of broken bonds

at the transition state. In addition, strain effects caused by the size difference between

moving and host atoms and the particular symmetry of the surface affect the barrier heights.

Nevertheless, an analysis of the barrier heights indicates that apparently strain effects are

not crucial in the diffusion in the considered surface alloy systems. Still, for the particular

systems considered by us, we find that in the case of a vacancy surrounded by one guest

atom and five host atoms, the diffusion alongside the guest atom is more hindered than the

diffusion of the host atom opposite of the guest atom 53. When increasing the number of

guest atoms in the vicinity of the vacancy, this trend does not change. For example, for two

and three guest atoms around the vacancy, the energy barrier for Ru atoms alongside a Pt

atom is Eb = 1.73 eV and 1.74 eV, and for opposite Ru diffusion Eb = 1.64 eV and 1.70 eV,

respectively.

TABLE I. The pair energies εi−j and site corrections εi−NN of the 26 considered configurations

displayed in Fig. 1 on PtRu/Ru(0001) surface alloy.

Pair εi−j Pattern εi−NN Pattern εi−NN Pattern εi−NN

Pt-Pt 0.0571 c) Ru-2Pt.0 -0.1121 g) Ru-3Pt.2 0.2501 k) Pt-4Pt.1 -0.2684

a) Ru-Ru 0.1624 d) Ru-2Pt.1 -0.1930 h) Pt-3Pt.0 0.1044 l) Pt-4Pt.2 -0.2337

b) Ru-Pt 0.1027 m) Ru-2Pt.2 -0.3760 q) Pt-3Pt.1 0.0886 u) Ru-5Pt 0.7241

b) Pt-Ru 0.1027 n) Pt-2Pt.0 0.0513 r) Pt-3Pt.2 -0.4100 v) Pt-5Pt -0.1251

o) Pt-2Pt.1 -0.0229 s) Ru-4Pt.0 0.2428 w) Ru-6Pt 1.0066

p) Pt-2Pt.2 0.4477 i) Ru-4Pt.1 0.4719 x) Pt-6Pt 0.0201

e) Ru-3Pt.0 -0.0229 t) Ru-4Pt.2 0.4614

f) Ru-3Pt.1 0.0237 j) Pt-4Pt.0 0.1930
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Note that we only considered the influence of the nearest neighbors in the analysis and

encoding of the barrier heights for the kMC simulations. However, taking the direct impact

of first and second nearest neighbors into account would drastically increase the number of

necessary NEB calculations to evaluate the barrier heights. A computationally inexpensive

workaround is, as we showed in our previous study 53, to take the influence of the second near-

est neighbor shell indirectly into account by distinguishing between forth and back diffusion.

The symmetry in the nearest neighbor shell of the vacancy is often lifted when additional

guest atoms are introduced. Hence, initial and final states become inequivalent. For ex-

ample, when the Pt jump (vicinity position 1) from the Pt5Ru configuration is considered,

the forward and backward jump barriers are 1.42 and 1.22 eV, respectively. However, when

the forward jump occurs, one of the configurations among Pt2Ru4, Pt3Ru3, Pt2RuPtRu2,

Pt4Ru2, Pt3RuPtRu2, Pt3RuPt2Ru, Pt5Ru, and Pt6 will be adopted depending on the Pt

distribution.

IV. STRUCTURES AND ENERGETICS OF RANDOM SURFACE ALLOYS

Experimentally, the random surface alloys are typically created by a flash-cool down

after deposition of guest atoms with a desired concentration on the host material and high-

temperature annealing 58,60. To numerically determine to structure of surface alloys, we

TABLE II. The pair energies εi−j and site corrections εi−NN of the 26 considered configurations

displayed in Fig. 1 on AgPd/Pd(111) surface alloy.

Pair εi−j Pattern εi−NN Pattern εi−NN Pattern εi−NN

Ag-Ag 0.0450 c) Pd-2Ag.0 -0.0135 g) Pd-3Ag.2 0.0001 k) Ag-4Ag.1 0.0017

a) Pd-Pd 0.0855 d) Pd-2Ag.1 0.0100 h) Ag-3Ag.0 -0.0180 l) Ag-4Ag.2 0.0170

b) Pd-Ag 0.0589 m) Pd-2Ag.2 0.0022 q) Ag-3Ag.1 0.0170 u) Pd-5Ag 0.0548

b) Ag-Pd 0.0589 n) Ag-2Ag.0 -0.0168 r) Ag-3Ag.2 0.0091 v) Ag-5Ag -0.0114

o) Ag-2Ag.1 -0.0251 s) Pd-4Ag.0 0.0246 w) Pd-6Ag 0.1341

p) Ag-2Ag.2 0.0054 i) Pd-4Ag.1 0.0109 x) Ag-6Ag 0.0269

e) Pd-3Ag.0 -0.0251 t) Pd-4Ag.2 -0.0156

f) Pd-3Ag.1 -0.0066 j) Ag-4Ag.0 -0.0297
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TABLE III. Diffusion barriers (Eb) of a jump between a nearest neighbor site atom i and the

vacancy with the nearest neighbor (NN) configuration
∏6

i=1 Atomi.

NN configuration Barriers in back/forth jumps (eV)

1 2 3 4 5 6 site1 site2 site3 site4 site5 site6

a) Ru Ru Ru Ru Ru Ru 1.55/1.55 1.55/1.55 1.55/1.55 1.55/1.55 1.55/1.55 1.55/1.55

b) Pt Ru Ru Ru Ru Ru 1.37/1.37 1.67/1.67 1.60/1.49 1.63/1.45 1.60/1.49 1.67/1.67

c) Pt Pt Ru Ru Ru Ru 1.40/1.40 1.40/1.40 1.73/1.67 1.64/1.33 1.64/1.33 1.73/1.67

d) Pt Ru Pt Ru Ru Ru 1.37/1.30 1.80/1.80 1.37/1.30 1.72/1.52 1.63/1.40 1.72/1.52

m) Pt Ru Ru Pt Ru Ru 1.39/1.25 1.68/1.57 1.68/1.57 1.39/1.25 1.68/1.57 1.68/1.57

e) Pt Pt Pt Ru Ru Ru 1.40/1.36 1.47/1.47 1.40/1.36 1.74/1.50 1.70/1.33 1.74/1.50

f) Pt Pt Ru Pt Ru Ru 1.41/1.28 1.41/1.28 1.79/1.74 1.39/1.23 1.69/1.48 1.69/1.48

g) Pt Ru Pt Ru Pt Ru 1.38/1.24 1.87/1.65 1.38/1.24 1.87/1.65 1.38/1.24 1.87/1.65

s) Pt Pt Pt Pt Ru Ru 1.42/1.26 1.47/1.43 1.47/1.43 1.42/1.26 1.80/1.47 1.80/1.47

i) Pt Pt Pt Ru Pt Ru 1.41/1.30 1.50/1.34 1.41/1.30 1.89/1.64 1.40/1.17 1.89/1.64

l) Pt Pt Ru Pt Pt Ru 1.43/1.24 1.43/1.24 1.84/1.70 1.43/1.24 1.43/1.24 1.84/1.70

u) Pt Pt Pt Pt Pt Ru 1.42/1.22 1.49/1.32 1.47/1.38 1.49/1.32 1.42/1.22 1.90/1.62

w) Pt Pt Pt Pt Pt Pt 1.48/1.30 1.48/1.30 1.48/1.30 1.48/1.30 1.48/1.30 1.48/1.30

a) Pd Pd Pd Pd Pd Pd 0.75/0.75 0.75/0.75 0.75/0.75 0.75/0.75 0.75/0.75 0.75/0.75

b) Ag Pd Pd Pd Pd Pd 0.55/0.55 0.89/0.89 0.75/0.68 0.73/0.68 0.75/0.68 0.89/0.89

c) Ag Ag Pd Pd Pd Pd 0.66/0.66 0.66/0.66 0.89/0.81 0.73/0.58 0.73/0.58 0.89/0.81

d) Ag Pd Ag Pd Pd Pd 0.55/0.49 1.00/1.00 0.55/0.49 0.87/0.79 0.73/0.59 0.87/0.79

m) Ag Pd Pd Ag Pd Pd 0.55/0.49 0.89/0.81 0.89/0.81 0.55/0.49 0.89/0.81 0.89/0.81

e) Ag Ag Ag Pd Pd Pd 0.65/0.60 0.76/0.76 0.65/0.60 0.86/0.72 0.74/0.55 0.86/0.72

f) Ag Ag Pd Ag Pd Pd 0.67/0.60 0.67/0.60 1.01/0.91 0.55/0.42 0.89/0.71 0.89/0.71

g) Ag Pd Ag Pd Ag Pd 0.55/0.42 0.99/0.90 0.55/0.42 0.99/0.90 0.55/0.42 0.99/0.90

s) Ag Ag Ag Ag Pd Pd 0.65/0.53 0.75/0.69 0.75/0.69 0.65/0.53 0.86/0.67 0.86/0.67

i) Ag Ag Ag Pd Ag Pd 0.66/0.53 0.75/0.69 0.66/0.53 0.99/0.83 0.56/0.38 1.01/0.85

l) Ag Ag Pd Ag Ag Pd 0.68/0.54 0.68/0.54 0.99/0.83 0.68/0.54 0.68/0.54 0.99/0.83

u) Ag Ag Ag Ag Ag Pd 0.66/0.45 0.75/0.62 0.76/0.61 0.75/0.62 0.66/0.45 0.99/0.77

w) Ag Ag Ag Ag Ag Ag 0.77/0.54 0.77/0.54 0.77/0.54 0.77/0.54 0.77/0.54 0.77/0.54
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a)                                                                  b)                                                                   c)

initial structure (both alloys)                      PtRu/Ru(0001), 109 steps                            AgPd/Pd(111), 109 steps

FIG. 2. a) Initial configuration of surface alloys for the kMC simulations and the structures of

b) PtRu(Ru(0001) and c) AgPd/Pd(111) after 109 kMC steps at the annealing temperatures of

1350 K and 800 K, respectively.

performed kMC simulations with a guest atom concentration of xguest = 0.18 (80 guest

atoms in a 21 × 21 simulation cell) at the annealing temperatures of 1350 and 800 K for

PtRu/Ru(0001) and AgPd/Pd(111) surfaces, respectively. For the initial configuration, the

guest atoms are placed in a 9× 9 island area, and the vacancy is placed well outside of the

guest atom island as depicted in Fig. 2a.

With this initial configuration, we have performed kMC simulations for the vacancy dif-

fusion in the PtRu/Ru(0001) and AgPd/Pd(111) surface alloys. The resulting surface alloy

structure after 109 kMC steps are shown for the two systems in Figs. 2b and c, respectively,

where temperatures of 1350 K and 800 K for PtRu/Ru(0001) and AgPd/Pd(111) were as-

sumed, respectively. As there are 441 sites within the 21× 21 unit cell, after 109 kMC steps

the vacancy should have visited each atomic site at least 106 times on average. The vacancy

diffusion acts as a mixer that introduces disorder into the initially ordered structure.

In order to illustrate the evolution of the alloy structures starting with the configuration

shown in Fig. 2a, in Fig.3 we have plotted snapshots of the diffusion process after different

after 103 kMC steps, 105 kMC steps 107 kMC steps, 109 kMC steps at the annealing temper-

ature of 1350 K for PtRu/Ru(0001) (Fig.3a-d) and of 800 K for AgPd/Pd(111) (Fig.3e-h).

Due to the significantly higher barriers in the PtRu system, the corresponding step numbers

are associated with longer elapsed real times, in spite of the higher annealing tempera-

tures compared to the AgPd system. Comparing the snapshots of the time evolution of
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a)                                                      b)

c)                                                      d)

PtRu/Ru(0001), 109 kMC steps, ~10-6 s    PtRu/Ru(0001), 109 kMC steps, ~10-4 s

PtRu/Ru(0001), 109 kMC steps, ~10-2 s      PtRu/Ru(0001), 109 kMC steps, ~4 s

FIG. 3. The distribution of the Pt atoms (a)-d)) and Ag atoms (e)-h))) after 103 kMC steps,

105 kMC steps 107 kMC steps, 109 kMC steps at annealing temperature of 1350 K and 800 K, re-

spectively. In the panels, the corresponding run times derived from the kMC algorithm has been

given.

the PtRu/Ru(0001) and AgPd/Pd(111 systems, at first glance the evolving structures look

rather similar, but there are characteristic differences, as will be discussed in detail below.

The resulting structures are then used as input for further kMC simulations with stepwise

lowered temperatures, using 800 K, 400 K and 298 K for the PtRu/Ru(0001) and 400 K and

298 K for the AgPd/Pd(111). At each temperature, we perform 109 kMC steps to let the

system adjust to the new temperature. After that, we sample the structural properties

and surface energies over 108 kMC steps. Note that at the lower temperatures the vacancy

jumps become much less frequent. The average time step (∆t) on AgPd/Pd(111) at room

temperature corresponds to ∼ 1.78 · 10−4 s In contrast, on PtRu/Ru(0001) the vacancy

diffusion barriers are roughly twice as high as on AgPd/Pd(111) (see Tab III) making the

vacancy jumps much less frequent. Hence the average time for an kMC step (∆t) in the

PtRu/Ru(0001) system at room temperature corresponds to ∼ 1759.28 years. This means

that practically the surface alloy structures are frozen at room temperature.

For both surface alloys, we determine the randomness of the sampled structures using
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FIG. 4. Warren-Cowley coefficients of PtRu/Ru(0001) and AgPd/Pd(111) sampled at the 1,
√
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7 and 3 times of the distance to the nearest neighbor at the annealing temperatures of 1350 K

and 800 K.

Warren-Cowley coefficients (WCC). This coefficient represents a measure of the short-range

order (SRO) of alloys, which is defined by the probability of finding a type B atom next

to a type A atom pAB(r) as a function of the distance r and the concentration xB of type

B atoms, i.e., αAB = 1 − pAB(r)/xB. In general, it is defined between −1 and 1. Values

close to −1 and 1 indicate a high likelihood and unlikelihood, respectively, of the presence

of the type B atom at a r. A value of 0 corresponds to a random distribution of type

B atoms. We have sampled the WCCs at every 106 kMC step Figure 4 shows the WCCs

averaged over 100 snapshots for all considered temperature. Note first that all WCCs after

annealing (T=1350 K for PtRu/Ru(0001) and T=800 K for AgPd/Pd(111)) are all very

close to 0, indicating randomly distributed guest atoms in the surface alloys. This is in good

agreement with the WCCs derived from STM images taken for these two systems 58,60 which

have in fact been found to be close to zero for a broad variety of metal mixing ratios.

In addition, Fig. 4 also displays the averaged WCCs sampled at the lower temperatures

considered in the kMC simulations. The WCC values remain within the range of −0.1 to 0.1

for all simulated temperatures, and no trend as a function of temperatures can be derived

within the uncertainty of the averaged values. Note that upon changing the temperature,

the frequencies of jumps with different barrier heights changes relative to each other. At very

high temperatures, the probabilities of all processes become more and more similar whereas

at very low temperatures the process with the lowest barrier becomes dominating. The
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FIG. 5. Pair distribution function g(r)Pt−Pt and g(r)Ag−Ag at various simulation temperatures

averaged over 100 snapshots.

fact that after 109 kMC steps the short-range order at all consider temperatures is close to

be entirely random indicates that in the surface alloys PtRu/Ru(0001) and AgPd/Pd(111)

kinetic effects do not play an important role in the structure formation in the long-time

limit. Furthermore, it also indicates that in the interpretation of the experimental measured

distributions 58,60 it is well-justified to assume that the prepared surface alloys correspond

to equilibrium structures.

Besides using Warren-Cowley coefficients to analyze the short-range order in the surface

alloys, we also employed the concept of the pair distribution function (PDF) g(r) to analyze

the surface structures. In ideal crystalline materials, g(r) has non-zero values only at lattice

sites. Thus the distribution of non-zero values depends on the crystal symmetry and the

lattice constant, and the height of the peaks determines the density of atoms at a particular

distance r. The pair distribution function g(r) represents the local density relative to the

bulk density. Thus a value of g(r) larger than one indicates a higher-order at the distance

and vice versa for a value smaller than one. Asymptotically, g(r) becomes one in the limit

of large distances.

Figure 5 shows the sampled g(r)Pt−Pt and g(r)Ag−Ag atoms at all considered simulation

temperatures. The non-zero values of the sampled g(r) correspond to the sites of the hexag-

onal surface lattice at distances, the first three peaks are located at 1,
√

3, and 2 times the

nearest-neighbor distance. First of all, there is again a rather weak temperature dependence

of the structural parameters within the statistical uncertainty of the results, confirming
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the results derived from the Warren-Cowley coefficients. Still there are some differences

from a purely disordered structure and also some characteristic differences between the

PtRu/Ru(0001) and the AgPd/Pd(111) surface alloys. Overall, for both systems we observe

a slight decrease of the RDF from values larger than one to the expected value of one at

large distances. However, whereas AgPd/Pd(111) exhibits the PDF maximum for nearest

neighbors, the PDF of PtRu/Ru(0001) is maximal for second- and third nearest neighbors.

This indicates a slightly higher tendency for the clustering of Ag atoms in the AgPd surface

alloys compared to the Pt atoms in the PtRu atoms.

Now both considered surface alloys are in principle rather similar. The larger element

alloyed into the surface is also the less reactive one with the smaller cohesive energy. How-

ever, whereas the lattice mismatch between Ru(0001) and Pt(111) is about 2.5%, it is almost

5% between Ag(111) and Pd(111), so the Ag atoms experience a larger compressive lattice

strain. This might be the reason that the barrier for vacancy diffusion in a pure Pt environ-

ment is smaller than in a pure Ru environment on Ru(0001), whereas it is larger in a pure

Ag environment than in a pure Pd environment on Pd(111) (see Tab. III). Furthermore,

the reduction of the barrier for the backwards jump compared to the barrier for the forward

jump is for Pd relatively and also absolutly smaller than for Pt which makes the backward

jump more likely for Pd than for Pt. This means that an ensemble of connected Pd atoms

in a PdAg/Pd(111) surface alloy shows a larger tendency to stay together than an ensemble

of connected Pt atoms in a PtRu/Ru(0001) which is reflected by the different posions of the

maxima in the PDF shown in Fig. 5.

In Fig. 6, the evolution of the surface energy of the surface alloys along the kMC trajectory

are depicted at every 106 kMC steps. First of we compare these energies to the fully phase-

separated states whose energy can be determined by weighting the surface energies of the

clean host and and of the host covered by a monolayer of the foreign element. This surface

energy is given by ES = (1− x)Ehost
S + xE

ML/host
S with the concentration of foreign element

x. For both surface alloys, the surface energy of the phase separated systems amounts to

135.91 and 67.70 meV/Å2 for Pt and Ag, respectively. These surface energies shown in Fig. 6

are all distinctively smaller than these surface energies confirming that the mixed surface

alloy configurations are energetically more stable, as already infered when discussing the

pair energies listed in Tables I and II.

We observe that the energies are slightly getting lowered along the trajectories upon de-
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FIG. 6. Evolution of the surface energy along the kMC trajectory on PtRu/Ru(0001) and

Ag/Pd/Pd(111). The 108 kMC steps correspond to 5.55 · 1018 s (298 K), 2.23 · 1012 s (400 K),

1.89 · 103 s (800 K), and 5.45 · 10−1 s (1350 K) on the PtRu/Ru(0001) and to 1.78 ·104 s (298 K),

1.18 · 102 s (400 K), 1.72 · 10−2 s (800 K) on Ag/Pd/Pd(111).

creasing the temperature. The dashed lines are a guide for the eyes. Along both trajectories,

the spreads of surface energies at the annealing temperatures are around 4 and 1 meV on

the PtRu/Ru(0001) and AgPd/Pd(111), respectively. Note that the small change of about

1 meV/Å2 upon lowering the temperature might be misleading. Qualitatively the lowering

of the energies of the visited surface configurations for decreasing temperatures is of course

expected. Within the kMC simulations it is due to the fact that configurations associated

with higher barriers become less frequently occupied at lower temperatures. Still, the ran-

domness of the structures does not change, as demonstrated by the WCC in Fig. 4 and PDF

in Fig. 5. Therefore, the random surface structures created at the annealing temperatures in

principle also remain stable at lower temperatures which means that they are representative

for all temperatures.

The variation in the surface energies along the trajectors remain approximately constant

separately for both systems down to a temperature of 400 K. Interestingly, at room tempera-

ture both systems exhibit a reduced spread in the surface energies with a long-time variation.

Obviously steps that significantly change the surface energies are already effectively frozen

in at this temperature.
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FIG. 7. Configurations of coadsorbed CO and OH considered in our study. The CO molecule that

is explicitly included in the panels is typically located at a top position. The adsorbed OH molecule

is not explicitly plotted, the numbers 1, 2 and 3 denote its top, bridge and threefold position, while

the letters characterize the different local arrangements of the Pt-Ru ensembles.

V. ADSORPTION SITE ANALYSIS

After analyzing and identifying alloy structures and randomness as a function of the

temperature, we estimate the catalytic performance of the PtRu/Ru(0001) alloy surface

for CO electro-oxidation. This analysis is motivated by the experimental work of Klein et

al., who analyzed the activity of PtRu/Ru(0001) surface alloys by focussing on adsorption

ensembles for catalyzing the CO2 formation. In their work, they found the Pt1Ru3 ensemble

to be the most active one. Since calculating the activity by DFT is beyond the scope of this

study, we follow the argumentation of Klein et al. and associate the Pt1Ru3 ensemble with

the highest catalytic activity 78.

For the classification of other adsorption sites, we calculated the energies for the coad-

sorption of CO and OH on PtRu surface alloys. As demonstrated in Fig. 7, we consider

surface ensembles of four atoms with different Pt content. The CO molecule typically stays

at the top site above a Pt atom where available, whereas the most favorable OH adsorption

site depends on the particular tetrameric ensemble. In Tab. IV the adsorption energies are

listed for OH adsorption on the threefold, bridge and top sites. Please note that in the case
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of various adsorption sites with the same coordination, only the most stable one is consid-

ered. For example, as far as the structure shown in Fig. 7c is concerned, OH can adsorb on

the top site of either Ru or Pt, and in Fig. 7d two different OH bridge sites are present. In

turns out that in both cases, the site that includes bonding to Ru is more stable.

According to the Sabatier principle, a catalytically active sites needs to exhibit the “right”

adsorption energy, neither too strong nor too weak, so that this site can promote a reaction

but does not bind the products too strongly so that they can still desorb from this site 79.

Taking just the maximum adsorption energy of an ensemble as the activity criterion and

assuming that the Pt1Ru3 ensemble corresponds to an active configuration, other active sites

need to have adsorption energies close to the one of the Pt1Ru3 ensemble which amounts

to -1.69 eV. According to Tab. IV, the maximum adsorption energy closest to the one of

the Pt3Ru1 ensemble is associated with the Pt3Ru1 ensemble where we find an adsorption

energy of -1.43 eV. The relative large differenc of 0.26 eV suggests that indeed the Pt1Ru3

ensemble is the one with the highest catalytic activity for CO electro-oxidation.

The catalytic activity of a particular PtRu/Ru(0001) surface alloy should then be given

by the abundance of the most active configuration. Fig. 8 shows the mean number of sampled

number of Pt4−xRux per area as a function of the temperature. At the Pt concentration of

xPt = 0.18 considered in this study, the Pt1Ru3 and Pt2Ru2 ensembles are the most abundant

at all temperatures, and there abundance increases upon lowering the temperature at the

TABLE IV. The adsorption energies in eV of CO and OH coadsorption on different Pt-Ru

tetrameric ensembles of the PtRu/Ru(0001) surface alloys for the CO molecule at a Pt top site,

where available, and the OH molecules at the most favorable threefold, bridge and top site, respec-

tively.

OH site threefold bridge top site

Pt0Ru4 -2.03 -1.80 -1.75

Pt1Ru3 -1.65 -1.69 -1.46

Pt2Ru2 -1.16 -1.10 -1.34

Pt3Ru1 -1.22 -0.19 -1.43

Pt4Ru0 -0.24 -0.40 -0.25

Pt/Ru(0001) 0.14 -0.22 -0.42
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FIG. 8. Abundance of sampled local alloy ensembles (Counts/Å2) at various temperatures.

expense of the Pt3Ru1 and Pt4Ru0 ensembles. Hence this low Pt concentration is indeed

favorable for a high concentration of catalytically active sites.

Finally we like to note that in spite of the high stability of the PtRu/Ru(0001) alloy

found in our kMC study, in cyclic voltammogram experiments, Klein et al. found a rapid

loss of catalytic activity for potentials higher than 0.90 V 78. Additionally, Engstfeld et al.

identified a surface reconstruction of Pt-modified Ru(0001) electrodes at potentials above

0.90 V 80,81, resulting in 3D cluster formation with increasing clean Ru areas at Pt concen-

trations lower than 0.29. However, as these changes are induced by changes in the electrode

potential, their description would require a grand-canonical approach taking the electro-

chemical environment into account 82,83, but they are not captured by our kMC simulations.

VI. CONCLUSION

We have performed DFT-based kMC simulations for PtRu/Ru(0001) and AgPd/Pd(111)

in order to address the formation and stability of surface alloy formation at various tem-

peratures between annealing and room temperature based on vacancy-mediated diffusion

mechanisms. By combining the activation barriers from DFT calculations and kMC simu-

lations, we analyze the kinetic stability of the random surface alloys. After annealing, the

alloy structures show a high degree of randomness comparable to the experimental results

measured by STM images, as shown by the small Warren-Cowley coefficients derived from

the kMC structures which indicate a vanishing short-range order. We find a minor temper-
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ature dependence of the resulting structures. However, at room temperature the vacancy

diffusion events are so rare, in particular for the PtRu/Ru(0001) system due to their large

diffusion barriers, that the alloy structures can be considered to be frozen on the time scale

typically used in experiments.

Furthermore, we analysed the abundance of local Pt4−xRux ensembles which are supposed

to be relevant for the electrocatalytic activity of PtRu/Ru(0001) with respect to CO oxi-

dation. On average, Pt1Ru3 and Pt2Ru2 configurations are most abundant over the whole

considered temperature range. Especially the Pt1Ru3 ensemble which is supposed to be

particularly active shows the highest abundance at the studied Pt concentration of 0.18.
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8 M. T. Darby, R. Réocreux, E. C. H. Sykes, A. Michaelides, and M. Stamatakis, ACS Catalysis

8, 5038 (2018).

9 H. Li, W. Chai, and G. Henkelman, J. Mater. Chem. A Mater. Energy Sustain. 7, 23868 (2019).
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