
 1 

The Effect of Zero-Point Energy in Simulating 

Organic Reactions with Post-Transition State 

Bifurcation 

Matthew T. Tremblay,1 Zhongyue J. Yang1-4,* 

1Department of Chemistry, Vanderbilt University, Nashville, Tennessee 37235, United States. 

2Center for Structural Biology, Vanderbilt University, Nashville, Tennessee 37235, United States. 

3Vanderbilt Institute of Chemical Biology, Vanderbilt University, Nashville, Tennessee 37235, 

United States. 4Data Science Institute, Vanderbilt University, Nashville, Tennessee 37235, United 

States 

Corresponding Authors 

Zhongyue John Yang – email: zhongyue.yang@vanderbilt.edu phone: 615-343-9849 

  



 2 

ABSTRACT: Ambimodal reactions involve a single transition state leading to multiple products. 

To assess the ratio of the bifurcation products, quasiclassical trajectories (QCTs) are initiated from 

transition state geometries that are randomly sampled using the zero-point energy (ZPE) plus 

thermal energy of a molecule’s vibrational modes. However, in the QCTs, the influence of ZPE 

percentage in the resulting bifurcation ratio and time gap between formation of bonds is not well 

understood. To benchmark the effect of varying the percentage of the molecules’ inherent ZPE 

used in the simulation, three organic reactions with distinct mechanisms that all display post-

transition state bifurcation were selected. The three reactions studied include an intramolecular 

[6+4]/[4+2] cycloaddition, an asynchronous nitrene insertion, and an SN2/addition to a carbonyl 

on an α-bromoketone. These reactions encompass various modes of bond formation and cleavage, 

offering a broad view of the influence of ZPE scaling in evaluating the product ratio resulted from 

post-transition state bifurcation. This work will establish a basis for future QCT studies of organic 

reactions. 
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INTRODUCTION 

Post-Transition State Bifurcation (PTSB) is a phenomenon where a single ambimodal transition 

state leads to multiple products.1-4 The bifurcation occurs after the transition state on the potential 

energy surface; this is distinct from traditional kinetically-controlled mechanisms, whose 

possibility for multiple products emerges from two distinct transition states with different energy 

barriers.1-5 PTSB forms a new mechanistic picture for understanding outcomes in organic synthesis 

and has been studied for many different kinds of organic reactions, including pericyclic reactions,6-

9 nitrene insertion,10 nucleophilic substitution,11 ring-opening,12,13 and rearrangement.14-17  

Characterizing PTSB in experiments is very difficult because the higher-energy nascent product 

resulted from bifurcation tends to undergo a fast conversion to the most thermodynamically stable 

product. Accordingly, computational simulations, in particular, quasiclassical trajectories with 

quantum mechanical forces (QCTs), provide a key strategy to elucidate the time-resolved 

mechanisms for these reactions.18-20 These trajectories are similar to traditional molecular dynamics 

simulations in that they use Newtonian mechanics integrated over time to predict the movements 

of atoms. In contrast to molecular dynamics simulations, QCTs incorporate zero-point energy to 

sample transition state geometries as the starting point for propagation. This treatment allows 

QCTs to involve quantum vibrational effects to more accurately simulate the dynamics of the 

reacting species. Enabled by QCT simulations, previous studies have explored the relationship 

between various physical factors and the resulting ratio of products or the timing of bond 
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formation. These factors include transition structure geometries,9,21,22 transition state momentum 

distribution,3,8,23  kinetic energy distribution,24 and condensed-media environment (e.g., solvent or 

enzyme)13,25-27. In particular, Carpenter has made ground-breaking contribution to elucidate how 

transition state momentum mediate bifurcation outcome, which is known as “dynamic matching” 

effect. 

Despite the wide application of QCTs in studying PTSB, the influence of ZPE on the ratio between 

the products of bifurcation is not well understood. In quasiclassical dynamics, ZPE flow or leakage 

has been known to potentially cause artificial bonding rearrangement.28,29 Using a fraction of ZPE 

can compensate for the ZPE flow/leakage problem in simple two-state systems, leading to a better 

reproduction of the vibrational quantum dynamics behavior.29 However, the influence of zero-

point energy on the bifurcation ratio and the timing of bond formation has not been well studied. 

We present an analysis of the effects of varying the percentage of the transition structure’s zero-

point energy used in sampling geometries on the resulting bifurcation ratio and timing associated 

with bond formation. 

COMPUTATIONAL METHODS 

Transition state structure optimization Density functional theory computations were performed 

using Gaussian 16.30 The geometries of ambimodal transition state structure (TSS) and their 

corresponding bifurcating product ratios, either computational or experimental, were extracted 

from previous literature on post-TS bifurcation. The geometries collected all used B3LYP for their 

method but differed in the exact parameters of their basis set.31 To ensure consistency among the 

trajectories propagated for this work, the structures from the literature were reoptimized using 
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B3LYP/6-31G(d). The coordinates for the reoptimized transition structures are shown in the 

Supporting Information. 

Quasiclassical trajectory simulation Trajectory simulations were performed with the 

Progdyn/Gaussian interface developed by Singleton, as shown in Table 1.8,32 For each of the three 

model reactions, quasiclassical trajectories were initialized in the vicinity of the TSS with normal-

mode sampling, which involves adding zero-point energy and thermal energy for each real normal 

mode in the TSS and obtaining a Boltzmann distribution by randomly sampling a set of geometries 

and velocities. Three different percentages of the zero-point energy were used: 100% of the value 

present in the TSS, 50%, and 10%. No additional velocities were added other than vibrations along 

modes perpendicular to the reaction coordinate. The trajectories were propagated forward and 

backward until either one of the products is formed (defined as the forming bonds ≤ 1.6 Å) or the 

reactant is generated. The classical equations of motion were integrated with a velocity Verlet 

algorithm, with the energies and derivatives computed on the fly by the quantum mechanical 

method using Gaussian 16.30 Two hundred trajectories were propagated for each of the three ZPE 

values for each reaction.  

Table 1. The parameters used for the quasiclassical trajectory simulation. 
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RESULTS AND DISCUSSION 

Reaction Selection To benchmark the effect of ZPE across different types of organic reactions, 

three different reactions with varying mechanisms were selected.21,22 The two products formed 

(designated X and Y) for each reaction are shown in Figure 1. X is the major product in all cases. 

Reaction A is an intramolecular cycloaddition between a diene and a triene, where product X is a 

[6+4]-adduct and product Y is a [4+2]-adduct.33 Reaction B involves intramolecular nitrene 

insertion into a α-fluorinated cyclohexanone, forming two different bicyclic lactams (X=9-

fluoro-1-azabicyclo[4.2.1]nonan-2-one and Y=6-fluoro-1-azabicyclo[3.2.2]nonan-7-one), 

depending on the side of the ketone into which the nitrene is inserted.10 Reaction C involves a 

nucleophilic attack from a hydroxide ion on an α-bromoketone, with product X resulting from an 

SN2 reaction displacing a bromide ion and product Y resulting from the addition of the hydroxide 

onto the ketone, creating a deprotonated vicinal diol.34 

The reactions differ in the number of bonds formed, type of bonds formed, and number of bonds 

broken. Reaction A always features the C–C bond that forms the far side of the adduct, with 
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products X and Y arising from two different C–C bonds within the ring system. Reaction B 

always forms a bond between the nitrene and the carbonyl carbon, and products X and Y 

originate from the two C–N bonds that form as the nitrene inserts itself between one of the α-

carbons and the carbonyl. This means that, in either product, one C–C bond is cleaved. In 

reaction C, the hydroxide may form one of two C–O bonds with either the α-carbon or the 

carbonyl carbon, with no bonds cleaved in either product. The differences in bond formation and 

cleavage across the three selected reactions offer a wider view of the effects of ZPE scaling. 

These particular reactions were selected for three reasons. First, their relatively small system size 

(< 40 atoms) permits propagation of trajectories with a cheaper computational cost. Second, all 

three reactions were studied using the B3LYP level of theory and various basis sets, allowing close 

comparison of computational results between the original and current studies. Third, each of the 

reactions was reported in the previous literature not to have a symmetric bifurcation surface, 

suggesting that a change in ZPE likely shifts the bifurcation ratio. 
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Figure 1. Three model reactions that display post-transition state bifurcation. Reaction A is an 

intramolecular cycloaddition, reaction B is a nitrene insertion into a cyclic ketone, and reaction C 

is a nucleophilic substitution/addition. Products X and Y are used to refer to the more abundant 

and less abundant product between the bifurcating possibilities, respectively. The structures of 

products X and Y for each of the three selected reactions with their reported experimental or 

computational ratio and method/basis set from the literature. 

Time-Resolved Mechanism for the Reactions with PTSB Quasiclassical trajectories were 

initiated from the optimized TSSs (Figure 2). Examining the structural changes involved in the 

three reactions over the course of a trajectory provides deeper insight into the specific chemistry 

of each reaction. Snapshots of the conversion from reactant to product in typical trajectories are 

shown in Figure 3. The snapshots of reaction A depict first the reactant in the reactive 

conformation: the diene and triene moieties must be roughly planar for the pericyclic reaction to 

occur. Then, bond 1 forms to close the molecule into a 14-membered ring. After that, bond 2 or 3 

forms to create product X or Y, respectively. In the two typical trajectory outcomes shown in the 

reaction A (Figure 3), products X and Y form at 57 fs and 85 fs, respectively. Reaction B depicts 

the reactant’s terminal methanimine group undergoing a 1,2-alkyl shift to form a nitrene that is 

drawn toward the ketone. A bond is formed between the nitrogen atom and the carbonyl carbon, 

creating a tetrahedral TSS. After this TS, the nitrene inserts itself into one of the bonds between 

the carbonyl carbon and an α-carbons, simultaneously creating a C–N bond (bond 2 or 3) and 

cleaving a C–C bond. By inserting a bridging nitrogen into either side of a cyclohexanone, either 

a [4.2.1] or a [3.2.2] bicyclic product can be created. The two trajectories shown in the reaction B 

(Figure 3) form products X and Y at 71 fs and 123 fs, respectively. Reaction C displays 

relatively simple nucleophilic chemistry, where hydroxide ion could attack either of the two 
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electrophilic sites. Both the carbonyl carbon and the α-carbon are electron-deficient from the 

inductive effects of the oxygen and bromine, respectively, and thus attract the electron-rich 

hydroxide ion. As the hydroxide ion approaches the α-carbon, the C–Br bond lengthens until the 

bromide dissociates entirely. When the hydroxide attacks and opens the ketone, a rearrangement 

is observed to form a tetrahedral structure from the trigonal planar ketone. In the reaction C 

(Figure 3), product X forms at 69 fs and product Y forms at 140 fs. 

  

Figure 2. The optimized TSSs for the model reactions. Bonds whose formation leads to product 

X (bond 2 for reactions A and B, bond 1 for reaction C) are labeled in green, while the bonds 

responsible for product Y (bond 3 for reactions A and B, bond 2 for reaction C) are labeled in 

blue. 
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Figure 3. Snapshots from two typical trajectories for each of the three reactions at different points 

in their progression from reactant to product. The reactant snapshot was taken at 100 fs prior to 

the transition structure geometry in the trajectory that forms product X, while the product snapshots 

are from the point of trajectories that lead to product X formation or product Y formation, 

respectively. Product formation is defined as when the last forming bond becomes ≤1.6 Å. Bonds 

whose formation leads to product X (bond 2 for reactions A and B, bond 1 for reaction C) are 

labeled in green, while the bonds responsible for product Y (bond 3 for reactions A and B, bond 2 

for reaction C) are labeled in blue. 

The Impact of ZPE Percentage on the Bifurcation Ratio Across the selected model reactions, 

the ratio of product X: product Y was computed for the productive trajectories. The results for 

each of the three ZPE percentages used are summarized in Figure 4. For reaction A, there is only 

a very slight trend in the ratio across the three values, and the ratio decreases with ZPE, going from 

1.5:1 at 100% to 1.4:1 at 10%. Reaction B shows a much greater trend, increasing from 5.3:1 at 

100% ZPE to 8.3:1 at 10% ZPE. Reaction C shows a distinct, though less intense trend, increasing 

from 4.8:1 at 100% to 6.5:1 at 10%. The plots shown display the bifurcation via coloring of 
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trajectories based on the product formed. These results show that reaction B is most sensitive to 

the variation of ZPE percentage, reaction C is moderately sensitive, and reaction A is insensitive.  

Notably, the sensitivity of the reaction to the ZPE percentage is correlated to the bond length 

difference (i.e., asyncronicity) between the two competing bonds (i.e., bond 2 and 3) in the TSS 

(Figure 2). The difference is large for the reaction B (i.e., bond  2 is 0.35 Å shorter than bond 3),  

moderate for the reaction C (i.e., bond 1 is 0.29 Å shorter than bond 2), and very small for the 

reaction A (i.e., bond 2 is 0.05 Å shorter than bond 3). We hypothesize that, for reactions B and C, 

the dynamic formation of the minor product is promoted by the correlated motion that brings 

together the atoms which compose the bond leading to product Y. The coupled motion is associated 

with a certain vibrational mode that represent the breathing or wagging motion of the molecular 

scaffold. Decreasing the ZPE fraction reduces the momentum for the correlated motion, causing 

more of the trajectories to go toward the more favored product. For reaction A, this smaller 

difference results in little change in the ratio. 

 

Figure 4. Post-TS bifurcation ratios for the three reaction. The plots showing the bond lengths 

corresponding to products X and Y for the three selected reactions depict the trajectories 
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collected with 100% ZPE. Trajectories leading to X are shown in green while those leading to Y 

are shown in blue. The red circles indicate the bond lengths at the transition structures from 

which the trajectories were propagated. The tables below show the product X:Y ratio for the 

three reactions at each of the three ZPE values. 

Bond Formation Time Analysis The gap between the formation of the shared bond (1) and 

either of the two-product specific bonds (2 & 3) can inform analyses of the resulting product 

ratio. For reaction A, the median bond formation time gap for productive trajectories increased 

for product X and decreased for product Y as ZPE percentage decreased, as show in Figure 5; 

this is consistent with a slight decrease in the X:Y ratio discussed above. As X takes more time 

to form and Y takes less, it becomes more likely that product Y will form. Reaction B shows the 

opposite trend, with product X’s time gap decreasing slightly while that for Y increases. This is 

also consistent with an increase in the X:Y ratio, reflecting the increased difficulty of forming 

bond 3 upon the reduction of momentum for the coupled motion. For reaction C, time gap cannot 

be consistently assessed, as there is no bond that is formed in common between the two products. 

Accordingly, the time of formation for bonds 1 and 2 (forming products X and Y respectively) 

after the TS is used instead. Reaction C follows a similar trend to reaction B. A decrease in ZPE 

is correlated with faster formation of product X and slower formation of product Y, which is 

consistent with the ratio changes discussed previously. 

These data support the hypothesis presented above. As less ZPE is put into the system, there is 

less momentum for the global vibrational motion to overcome greater distance between the 

transition state and product Y’s geometry. This is reflected in the larger amount of time needed 

to form product Y and correspondingly a decrease in its prevalence among the trajectories. A 

greater ratio between the products at 100% ZPE also indicates that the geometric difference 
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between the products is greater, meaning that a decrease in ZPE would more significantly affect 

the forming trajectories. This could explain the trend seen in A’s ratio changing only slightly, 

while that for B changes more.  

 

Figure 5. Information regarding the distributions of bond formation time gaps (for reactions A and 

B) or times post-TS (for reaction C) The histograms depict the distributions for the three reactions 

at 100% of the zero-point energy. The vertical line indicates the mean value of the distribution. 

The tables below show the median times for the three reactions at each of the three ZPE values. 

Analysis of Dynamically-Concerted vs Stepwise Trajectories For reactions A and B, the 

percentage of trajectories that formed product X categorized as dynamically-concerted35 (bond 

formation gap < 60 fs, the lifetime of a transition state) was computed. Those forming product Y 

were not characterized since it is the minor product for the reactions and would not provide 

enough data from which to draw conclusions. Reaction C involves a distinct mode of bond 

rearrangement from Reaction A or B, and is thus not taken into comparison. Reaction A shows 

an overall increase in the percentage of concerted mechanisms as the zero-point energy 
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decreases, though the trend is unsteady. In contrast, reaction B shows a steady increase in 

concerted trajectories as ZPE decreases. 

When the reactants have greater zero-point energy, the global vibrational motion is more 

energized, leading to a competition between formation of bonds. The competition elongates the 

lifetime of dynamic intermediates before they form the products. However, as ZPE decreases, 

there is less energy available to promote the coupled motion that is essential for the formation of 

the minor product. Accordingly, there is a decrease in the percentage of dynamically-stepwise 

mechanisms. 

Table 2. The percentage of trajectories leading to product X categorized as dynamically-concerted 

(bond formation gap < 60 fs, the lifetime of a transition state) for reactions A and B. Since reaction 

C possesses a one-step mechanism, it cannot be categorized as stepwise or concerted. 

 

CONCLUSION 

We have examined three different bifurcating organic reactions and benchmarked the effect of 

altering the zero-point energy percentage used in simulating reaction trajectories for each in 
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terms of the resulting bifurcation ratio and timing associated with bond-formation. As the ZPE 

percentage decreases, the ratio trends toward the major product, with the intensity of that trend 

dictated by the difference of lengths of the forming bonds within the transition structure. We 

hypothesize that this is due to a decrease in momentum for correlated motion as the ZPE 

decreases which prevents the atoms whose bond leads to the minor product from being brought 

together, thus promoting formation of the more favored major product. 
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