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Electrochemical conversion of CO(2) into hydrocarbons and oxygenates is envisioned as a promising path towards closing the carbon cycle in 

modern technology. To this day, however, the reaction mechanisms towards the plethora of products are disputed, complicating the search 

for novel catalyst materials. In order to conclusively identify the rate-limiting steps in CO reduction on Cu, we analyzed the mechanisms on the 

basis of constant potential DFT calculations and experiments at a wide range of pH values (3 - 13). We find that *CO dimerization is energetically 

favoured as the rate limiting step towards multi-carbon products.  This finding is  consistent with experiments, where the reaction rate is nearly 

unchanged on an SHE potential scale, even under acidic conditions. For methane, both theory and experiments indicate a change in the rate-

limiting step with electrolyte pH from the first protonation step in acidic/neutral conditions to a later one in alkaline conditions.  We also show, 

through a detailed analysis of the microkinetics, that a surface combination of *CO and *H is inconsistent with the measured current densities 

and Tafel slopes. Finally, we discuss the implications of our understanding for future mechanistic studies and catalyst design. 

 

Broader context 

Electrochemical CO2 reduction reaction (eCO2R) has the 

potential to efficiently convert electricity from renewable 

sources like solar and wind energy to valuable fuels and 

chemicals. To date, copper is the only metal catalyst that can 

produce high value single- and multi-carbon products with 

substantial faradaic efficiencies, albeit at large overpotentials. 

The inability to find alternative catalysts is, in part, a 

consequence of the ongoing debate on the exact reaction 

mechanism for eCO2R on Cu electrodes. This makes catalyst 

screening guided by first principles studies futile. Hence, 

identifying the rate-limiting steps towards the various eCO2R 

products is imperative for the design of viable eCO2R 

electrocatalysts beyond Cu. With the goal to end the ongoing 

debate on the exact reaction pathways towards methane and 

C2+ products, we present a joint theoretical-experimental work 

combining constant potential DFT simulations, pH dependent 

experiments and fundamental rate theory to conclusively 

identify the rate limiting steps. 

 

 

 

Introduction 

The impact of fossil fuel consumption on earth’s environment 

and climate necessitates sustainable alternatives in the 

production, storage and use of energy resources1,2. 

Electrocatalysis is a means to convert renewable electric power 

to chemicals, which are an ideal medium for long-term storage 

and potential building blocks for the chemical industry1. 

Electrochemical CO(2) reduction (eCO(2)R) represents a prime 

candidate for this task, since it directly closes the industrial 

carbon cycle by using one of the major greenhouse gases as its 

input and converting it into high value fuels and chemicals1–3. 

However, this process suffers from major limitations including 

energy losses from large overpotentials 2, the energy demand 

associated with CO2 capture 4–6 and the fact that no viable 

catalyst towards multi-carbon (C2+) products other than Copper 

(Cu) based electrodes has been identified to this day. 

Additionally, even on Cu, which has been studied as a 

electrocatalyst for eCO(2)R for decades3,7,8, the mechanism 

towards multi-carbon products is still disputed. Without the 

determination of the crucial steps in the conversion of CO2 

towards the various products, the prediction of feasible 

catalysts on the basis of large-scale catalyst screening is still 

based on trial and error. 
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Several attempts have been made in recent years to identify the 

rate-limiting steps in the reaction pathways for eCO(2)R on Cu 

electrodes 9–18. Here, a crucial piece of the puzzle is provided by 

the fact that eCO(2)R towards C2+ products is pH independent on 

an absolute potential scale (e.g. the standard hydrogen 

electrode, SHE), as already shown in the seminal work of Hori et 

al.7,8. This observation vastly narrows the possible elementary 

step that can be rate-limiting in the production of C2+ products 

as it likely constitutes a step that does not involve a proton 

transfer.  

Several studies have hypothesized the rate-limiting step in the 

production of C2+ products to be the first elementary step 

involving the dimerization of *CO to form the *OCCO species, 

which does not involve a proton transfer and is therefore pH-

independent 11,19–22. Alternative mechanisms based on the 

coupling of reaction intermediates in the later steps of the 

reaction have also been proposed 23–27. When we consider the 

reaction kinetics (vide infra), we find that it is not possible to 

unequivocally exclude the involvement of a proton transfer in 

the rate-limiting step without pH-dependent activity studies 

performed in acidic conditions with sufficient concentration of 

proton donors other than H2O, e.g. hydronium (H3O+) or 

buffering anions18,28. As outlined in the upper panel of Figure 1, 

under conditions where H2O is the proton donor, and with the 

high Tafel slopes that are generally observed in 

experiments18,29,30, there are three rate-limiting elementary 

steps that could satisfy the experimentally observed pH 

independence mentioned above (cf. Figure 1, C2+ pathways): (1) 

the coupling of 2 *CO molecules to form the *OCCO dimer 

species11,20–22, (2) the protonation of the *OCCO dimer to 

*OCCOH 18, and (3) the rate-limiting protonation of *CO to 

*COH/*CHO followed by the coupling with *CO in a later 

elementary step along the reaction pathway23–27. 

Similarly, the eCO(2)R reaction mechanism towards methane 

(CH4) has been investigated in several theoretical9,13,31–35 and 

experimental studies7,29,36–41. The experimental studies show a 

reduction in the CH4 partial current density at a given electrode 

potential on the SHE scale with increasing electrolyte pH (i.e. it 

is pH dependent). This observation suggests that the 

mechanism for CH4 production deviates substantially from the 

C2+ pathway already before the first proton transfer, as 

otherwise the two pathways will not exhibit a different pH 

dependence. The challenge for this reaction lies in identifying 

the actual reaction pathway, given the various possibilities that 

exist even in the early stages of the mechanism, as outlined in 

the lower panel of Figure 1 (C1 pathways). For example, the 

protonation of *CO to form *CHO/*COH as possible reaction 

intermediates in the first elementary step leads to substantially 

deviating possibilities for the reaction pathway towards CH4. 

Additionally, the possibility of surface hydrogenation of *CO 

following a Langmuir-Hinshelwood type mechanism has also 

been proposed in recent studies 42,43. Overall, there are many 

possibilities for the mechanism of eCO(2)R towards the various 

products and the actual pathways towards the various products 

need to be narrowed down in order to enable the search for 

improved electrocatalysts in e.g. theoretical screening studies. 

Figure 1: Schematic of the possible reaction mechanisms towards the 

production of C2+ products and CH4 during electrochemical CO reduction 

on Cu. The colors of the arrows indicate the varying pH dependence in 

the case of the respective step being the rate-limiting step of the 

reaction. Note that the charge transfer co-efficient (α) can deviate from 

integer values for the reaction intermediates as a consequence of the 

non-zero surface dipole, as discussed in detail in the text. 

 

In this article, we present a joint experimental and theoretical 

effort to identify the rate-limiting steps towards C2+ products 

and CH4 by investigating the effect of the electrolyte pH during 

electrochemical CO reduction (COR) on polycrystalline Cu 

electrodes. We first give an overview of the features of generic 

Tafel plots associated with multi-step reduction reactions with 

water (H2O) and hydronium ions (H3O+) as proton donors. Next, 

we discuss the reaction mechanisms for COR towards C2+ 

products both from an experimental and theoretical 

perspective: by performing pH-dependent measurements  

under acidic (pH 3), neutral (pH 7) and alkaline (pH 13) 

conditions, we can directly distinguish between the 

involvement of a proton-coupled electron transfer (PCET) vs. 

the dimerization of *CO in the rate-limiting step of COR towards 

C2+ products. We find that, even at pH 3 where there is sufficient 

concentration of H3O+ and/or buffer species to be viable proton 

donor(s), the measured current densities towards C2+ products 

are independent of the electrolyte pH on an SHE scale, 

indicating that a proton transfer is not involved in the rate-

limiting step of the reaction pathway. We underscore the need 

for experiments in acidic conditions to exlude the involvement 

of a proton transfer in the rate-limiting step, as e.g. performed 

recently for single atom catalysts44,45. Potential-dependent ab-

initio kinetics involving grand-canonical DFT simulations 46 

identify that the dimerization of *CO is favored over its initial 

protonation to *COH/*CHO, and the potential response of *CO 

dimerization alone can explain the experimentally observed 

Tafel slopes, which is a direct consequence of the large degree 



 

 

of polarization of the *OCCO dimer species. The subsequent 

protonation of the *OCCO dimer, on the other hand, leads to 

Tafel slopes which are substantially lower than the measured 

values, further supporting the assignment of *CO dimerization 

as the rate-limiting step towards C2+ products at all investigated 

pH values.  

In contrast to the observations for C2+ products, we identify a 

change in the rate-limiting step with a change in the electrolyte 

pH and proton donor in the COR reaction pathway towards CH4. 

The mechanism exhibits pH dependent activity only for pH 

values > 9. This behavior is a consequence of a change in the 

rate-limiting step from the first PCET step to the third PCET step 

in the reaction pathway with increasing electrolyte pH, which is 

further validated by our ab-initio kinetics studies. Simulations 

also identify stepped surfaces of Cu to be the most active facets 

for this reaction, where it proceeds via the *CHO intermediate. 

Based on a series of qualitative disagreements with 

experimental observations, we exclude surface hydrogenation 

in the reaction mechanism towards CH4. 

We believe that the in-depth mechanistic study of the reaction 

mechanism of CO(2)R and the effects of electrolyte pH on multi-

step electrochemical reactions presented in this work will 

provide important descriptors and guidelines for the search for 

improved Cu-catalyst morphologies or alternatives to Cu in 

catalyst screening studies for the production of electrofuels. 

Theoretical background 

The Tafel slopes and pH-dependence of multi-step reduction 

reactions  

In what follows, we describe the impact of pH and potential on 

the reaction rates (and current densities) of multi-step 

electrochemical reduction reactions where H2O and H3O+ are 

proton donors, which allows us to perform a mechanistic 

analysis of the pathways for COR towards CH4 and C2+ products 

on Cu. We first discuss qualitatively the schematics of Tafel plots 

for several representative examples of elementary steps and 

multi-step reaction mechanisms, then derive quantitatively the 

effects of pH and potential on rates from a rate-limiting analysis 

of the kinetics. Note that we do not explicitly consider the 

impact of buffers in this analysis. Buffers may act as proton 

donors directly or alter the pH47. If either of these two scenarios 

are at play, there would be a difference in activity (on the SHE 

scale) vs. the case where H2O is the proton donor, by extension 

of the arguments we make below. 

Figure 2 shows the effects of pH and USHE on Tafel plots for 

reduction reactions. In the top panel (I), we consider three types 

of single elementary steps. We show the variations in the 

corresponding current density (j) with respect to variations in 

both pH and USHE. We consider three possibilities: (i) a potential 

sensitive chemical reaction (as exemplified by the *CO 

dimerization step), and PCET steps in (ii) neutral/alkaline and 

(iii) acidic conditions, with H2O and H3O+ as the respective 

proton donors. Note that in case (i), the electrolyte pH has no 

effect on j, since H3O+/OH- species are not involved in the 

elementary step. Such steps show only a dependence on USHE. 

Similarly, if H2O were a proton donor in a PCET step (case ii), the 

chemical potential of H3O+ or OH- has no effect on the initial or 

transition states and therefore pH has no effect on the 

measured current densities. However, as we will show in panel 

II and III below, since the final state of the reaction is dependent 

on pH via the activity of OH-, any rate limiting step following an 

elementary step of case (II) would lead to pH dependence, in 

contrast to case (I). 

If H3O+ is the proton donor in a PCET step (case iii), its activity 

affects the free energy of the initial state and therefore 

corresponding activation energy, such that the rate (and 

measured j) decreases with increasing pH.  

This behavior extends to multi-step reactions, as illustrated in 

Panels (II) and (III) in Figure 2. These panels show the pH and 

USHE dependences corresponding to generic mechanisms with 

multiple PCETs (Panel III a) and with an initial potential sensitive 

surface reaction, followed by PCETs (Panel III b).  The left and 

right sides of these panels show the cases where H2O and H3O+ 

are the proton donor, respectively. In panel II, we also show the 

corresponding generic free energy diagram. Here, note that 

both a decrease in potential (USHE) and pH can shift the rate 

limiting step (RLS, indicated by the point on the FED with highest 

free energy) from a later to an earlier elementary step. These 

shifts in RLS give rise to increasing Tafel slopes with decreasing 

USHE, which are illustrated in all the Tafel plots in panel III.  

Under high overpotentials (regions of the most negative USHE), 

the RLS shifts to the first elementary step, which results in the 

pH dependence shown in panel I. At lower overpotentials (more 

positive USHE), the RLS shift to the second step. Consider the left 

side of panel III(a): Here, even though H2O is the proton donor, 

there is a dependence of j on pH. This pH dependence arises 

from the pH-dependence (a Nernstian shift) in the coverage of 

the intermediate involved in the RLS. It persists until the RLS 

shifts to the first step due to an increase in overpotential or a 

saturation of the intermediate’s coverage, e.g. if the formation 

of the intermediate is exergonic, the pH dependence 

disappears.  

When H3O+ is the proton donor (cf. right side of Panel I and III in 

Fig. 2), its activity affects the free energy of the first elementary 

step, as well as the RLS, thus leads to twice the effect of pH on 

j, compared to H2O as the proton donor.   

In the case of a multi-step mechanism consisting of a polarizing 

chemical step followed by PCETs (Panel III b), the pH 

dependence manifests at potential ranges where the RLS is 

located after or at the first PCET for the cases where H2O and 

H3O+ are the proton donors, respectively. 

Now, we show the derivations of the pH and potential 

dependence of multi-step electrochemical reactions from 

quantitative thermodynamic considerations. In general, the 

dependence of electrochemical reactions on the applied 

potential U and pH are given by an effective Arrhenius 

expression 
 

𝑟(𝑈, 𝑝𝐻) = 𝑘0 exp (−
∆𝐺‡(𝑈,𝑝𝐻)

kB𝑇
),             (1) 

where r(U,pH) is the rate of the reaction, k0 refers to the product 

of the attempt frequency (
𝑘𝐵𝑇

ℎ
) and the concentration of the 

reactants in the chosen standard state (denoted by the 



 

 

subscript 0), T refers to the temperature and kB represents the 

Boltzmann constant.  ∆𝐺‡(𝑈, 𝑝𝐻) represents the effective 

activation free energy of the reaction and may be dependent on 

the applied potential, the pH, activities of reactants, as well as 

temperature and pressure. Given the exponential dependence 

of the current on ∆𝐺‡, we usually work with the rate on a 

logarithmic scale, i.e. with the corresponding Tafel equation: 

 

log10 𝑟 = log10 𝑘0 −
∆𝐺‡(𝑈,𝑝𝐻)

ln(10)kB𝑇
.     (2) 

Here, all of the quantities are constants with respect to pH and 

potential except for ∆𝐺‡. The origin of the Tafel slope is, 

therefore, due to the dependence of ∆𝐺‡ on U. However, we 

note that the pH can have an indirect influence on the Tafel 

slopes: for instance, by changing the rate-limiting step and the 

proton donor along the reaction pathway. 

Based on the chosen potential scale, varying definitions can be 

applied for ∆𝐺‡. On a purely electronic scale (e.g. SHE), ∆𝐺‡ can 

be defined by combining the thermodynamic contributions up 

to the RLS and the activation free energy of the RLS: 
 

∆𝐺‡ = ∑ ∆𝐺0,𝑖
𝑁H − 𝑁𝐻 (𝜇e + 𝜇p) − 𝛾𝜇e + ∆𝐺0,RLS

‡ − 𝛽𝜇e − 𝝁𝐩 .   (3) 

                   𝑇ℎ𝑒𝑟𝑚𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐𝑠                        𝐾𝑖𝑛𝑒𝑡𝑖𝑐𝑠  

 

Here, ∆𝐺0,𝑖 and ∆𝐺0,RLS
‡  refer to the free energy of reaction of 

the 𝑁𝐻 PCET reactions i up to the RLS and the reaction barrier 

of the RLS, respectively, where the subscript 0 refers to a well-

defined electrochemical standard state which we choose as U = 

0VSHE and pH = 0. The electronic effect on ∆𝐺‡, which arises 

from the applied potential, is included in the chemical potential 

of the electrons with respect to this reference state 𝜇e =

−e𝑈SHE, and the effect of pH arises from the (entropic) change 

of the chemical potential of the reacting protons (H3O+,p) and 

hydroxide ions (OH-) 𝜇p = −𝜇OH  = − ln(10)kB𝑇𝑝𝐻  with the 

electrolyte pH with respect to pH=0 (Note that although 𝜇e and 

𝜇p are changes in chemical potential with respect to the 

standard state, we omitted the Δ for clarity). Both the electronic 

and proton chemical potentials contribute nearly equally to the 

thermodynamics, which lead to the huge success of the 

computational hydrogen electrode (CHE) model48. The 

influence of 𝜇p on kinetics, on the other hand is only present in 

acidic conditions, as indicated again in Eq. (3) by the light blue 

color and shown in the top panel of Figure 2, since only in such 

a case the proton is a reactant in the RLS. 

Three coefficients in equation (3) determine the magnitude of 

the influence of a change in potential and pH on ∆𝐺‡:  𝑁𝐻 : the 

number of proton transfers from the electrolyte (or PCET steps) 

preceding the RLS;  𝛾 : the energetic response to the 

overpotential of the reactants in the RLS , arising from the 

induced dipole perpendicular to the electrode surface, and the 

symmetry factor 𝛽 of the RLS.49 Depending on the nature of the 

rate-limiting step, various combinations of 𝑁𝐻 , 𝛾 and 𝛽 exist, 

which affect the Tafel plots differently. We highlight three 

characteristic limits of these coefficients on an SHE scale below: 

 

NH = 0: No proton transfer precedes the RLS, Tafel slope> 60 

mV/dec (for any 1 > 𝛽 > 0), pH dependence appears only 

when H3O+ is the proton donor (i.e. in acidic conditions). An 

example is the formation of CO from CO2 on Au, where the 

potential sensitive adsorption of CO2 has been found to be 

rate limiting28. 

𝛾 = 0: Reactants in RLS involve do not alter the surface dipole 

compared to the bare slab. In this case only PCET steps 

Figure 2: Schematic illustration of the influence of the potential, U SHE 

(green) and electrolyte pH (blue) on the reaction energetics and 

measured current densities of  elementary steps (panel I) and multistep 

reaction processes (Panels II and III). In addition to the qualitative 

behavior, panel I shows  the quantitative changes in free energy with 

potential (green arrows) and pH (blue arrows) given as the coefficients 

to ΔUSHE  and ΔpH. Panel II, the extension of panel I to multistep 

reactions, emphasizes the qualitative influence of U SHE and pH on the 

reaction energetics and the RLS. In panel III, the qualitative pH 

dependence of the current density and changes in the Tafel slope upon 

varying the potential are depicted. Here, we distinguish between a pure 

PCET driven process (panel III a) and a process including a potential 

sensitive surface reaction (panel III b ). The respective RLS at a given U SHE 

is given in the illustrations above the qualitative polarization curves. 

 



 

 

contribute to the Tafel slope. HER is an example here, given 

the negligible surface dipole of *H50.  

𝛽 = 0: RLS is non-electrochemical (including virtually no change 

to the surface dipole), and coverages dictate the potential 

response, such as reaction steps involving surface 

hydrogenation. An example is the Tafel reaction of HER50. 

We can now rewrite equation 3 by splitting the pH and potential 

effects (and replacing 𝜇e, 𝜇p):  

∆𝐺‡ = ∑ ∆𝐺0,𝑖

𝑁H

+ ∆𝐺0,𝑅𝐿𝑆
‡                                      

+ (𝑁H + 𝛾 +  𝛽)𝑈SHE                                   

          + (𝑁H + 𝟏) ln(10) kB𝑇𝑝𝐻               (4) 

 

Where we again highlight the pH effect only present in the 

acidic case (i.e. where H3O+ is a reactant) by a light blue color. 

The three contributions to the effect of the overpotential on 

∆𝐺‡ in equation 4 are captured by the transfer coefficient 𝛼 =

𝑁H + 𝛾 + 𝛽. 𝛼, therefore, incorporates the net potential 

dependence and defines the measured Tafel slopes as 
 

(
𝜕 log10 𝑟

𝜕𝑈
)

𝑝𝐻

−1
 = (

𝜕 log10 𝑟

𝜕∆𝐺‡

𝜕∆𝐺‡

𝜕𝑈
)

𝑝𝐻

−1

=  −
ln(10)𝑘𝐵𝑇

𝑒𝛼
.      (5) 

 

While NH is an integer, both 𝛾 and 𝛽 can add up continuously 

along the reaction pathway. Hence, 𝛼 is a smooth function 

meaning that the resulting Tafel slopes are not limited to any 

characteristic (“cardinal”) values such as 60 or 120mV/dec, as 

has also been highlighted in a recent statistical study on 

experimentally determined Tafel slopes51.  

Equation 4 also shows how NH influences the pH dependence of 

∆𝐺‡, while 𝛾 and 𝛽 only affect the potential dependence:  
 

(
𝜕 log10 𝑟

𝜕𝑝𝐻
)

𝑈SHE

= (
𝜕 log10 𝑟

𝜕∆𝐺‡

𝜕∆𝐺‡

𝜕𝑝𝐻
)

𝑈SHE

=  −(𝑁𝐻  + 𝟏) .         (6) 

 

Hence, the pH dependence is only affected by the number of 

proton transfers (NH) before the RLS and the nature of the 

proton donor. In the case where H3O+ is the proton donor (acidic 

conditions), the pH effect is always increased by a factor of one 

with respect to the case where H2O is the proton donor (in 

neutral/alkaline conditions), as indicated by the light blue color 

in equation (6). As a rule, for electrochemical reduction 

reactions, without considering specific double layer effects, the 

only possible effect of increasing pH at a given applied potential 

on an absolute potential scale (e.g. SHE) is a reduction in the 

current density j, since NH ≥ 0.  

Finally, on the reversible hydrogen electrode (RHE) scale, 

changes in 𝜇𝑝  are countered by an equal and opposite change 

in 𝜇𝑒 , thus keeping the total electrochemical driving force 𝜇pe =

𝜇e + 𝜇p = −e𝑈RHE = −(e𝑈SHE + 2.3kB𝑇𝑝𝐻) constant. As a 

consequence, the potential and pH effects cannot be separated 

anymore. While we discuss the energetics on this potential 

scale in more detail in section 9 of the SI, we highlight here that, 

on an RHE scale, an increase in the electrolyte pH can, for a 

reduction process, lead to both an increase (in neutral/alkaline 

conditions) or a decrease (in acidic conditions) of the reaction 

rate. 

Results 

pH-dependent experiments in acidic, neutral and alkaline 

conditions suggest C2+ products are not limited by PCET 

Figure 3(a) shows the measured partial current density towards 

all C2+ products on pc-Cu at a range of pH values. We observed 

a Tafel slope of above 60 mV/dec and in all cases little pH 

dependence even in acidic conditions (pH 3), where either the 

buffering anion species 52–54 or H3O+ might be viable proton 

donors. As shown by panels II and III in Figure 2 for multi-step 

mechanisms, these two observations suggest, respectively, that 

the rate-limiting step is 1) the first step in a multi-step 

mechanism and 2) it is a potential sensitive chemical step. In 

acidic conditions, where H3O+ or buffer species are viable 

proton donors, a rate-limiting PCET step should show an 

increase in the measured C2+ activity vs. the situation where H2O 

is the proton donor (cf. Figure 2, panel II, right). In contrast, we 

see that the measured current density towards C2+ products at 

pH 3 shows a slight decrease compared to neutral/alkaline 

electrolytes which may originate from specific adsorption of 

buffering anions52 thereby blocking active sites and/or 

competition from CH4 production, which depletes *CO. 

Therefore, we conclude that a proton transfer is not involved in 

the RLS towards C2+ products, which points to CO-CO 

dimerization as the rate limiting step at all investigated pH 

values (3-13).  

We note that with mass-transport limitations associated with 

the diffusion of protons/buffer species, it is possible that even 

under acidic conditions (pH 3), H2O is the only viable proton 

donor (at pH 3, 𝑐𝐻+,𝑏𝑢𝑙𝑘 =  10−3 𝑀 while 𝑐𝑤𝑎𝑡𝑒𝑟 = 55 𝑀) such 

that PCET from H2O to the *OCCO dimer intermediate can be 

the rate-limiting step. This scenario would also give rise to a high 

Tafel slope (> 60 mV/dec) and no effect of pH on activity 

amongst the measurements at different pH (cf Figure 2, panel 

II, left). However, the measured HER current densities for pH 3, 

7 and 13 (SI section 7) do not suggest this to be the case: as 

expected from Fig. 2 for the case where H3O+ is the proton 

donor, the HER current density decreases with an increase in 

the electrolyte pH. This observation would imply that sufficient 

concentration of proton donors other than H2O (i.e. H3O+ 

and/or buffer species) are available at pH 3. 

 



 

 

DFT simulations and kinetic modelling suggest the formation 

of C2+ products through CO dimerization is favored over a later 

coupling step 

The predominance of the CO-CO dimerization over other 

coupling steps as suggested by experiment is consistent with 

the result of constant-potential DFT simulations based on the 

solvated jellium method 55 with H2O as the proton donor. Figure 

3(c) shows the computed free energy diagrams for CO 

dimerization as well as the protonation of *CO to *COH or *CHO 

followed by the coupling to *CO to form *OCCOH/*OCCHO on 

Cu(100). The 100 facet was chosen based on our finding that CO 

dimerization is significantly more facile on this facet compared 

to the 111 terrace and 211 steps and is comparable to the 

coupling on the 110 facet (see section 3 of the SI). We find that 

the *CO dimerization step followed by the protonation of 

*OCCO is kinetically favored over the initial protonation of *CO 

to *CHO/*COH. We attribute the smaller protonation barrier of 

*OCCO relative to *CO to the substantial polarization of the 

*OCCO species. The negative charge on the oxygen atoms 

greatly facilitates the protonation process.  

The finding that the Cu(100) and Cu(110) facets largely facilitate 

*CO dimerization is in line with previous theoretical56 and 

experimental studies, where e.g. the application of Cu 

nanocubes 24,39,57,58, exhibiting predominantly 100 and 110 

facets, and single crystals8,19,59 are reported to be selective 

towards C2+ products. However, we emphasize that particular 

care in assigning active sites is needed, given that a 

reconstruction of the ideal surface under reaction conditions 

cannot be excluded and only a small fraction of more active sites 

can, in principle, dominate the kinetics of the reaction60,61. 

Figure 3(d) shows the potential dependence of the free energies 

of the reaction steps involved in the *CO dimerization pathway, 

and Figure 3(b) the simulated current densities from 

corresponding microkinetic models at various pH values. We 

note that the computations suggest that at low overpotentials, 

*OCCOH formation would be rate limiting (i.e. the 

Figure 3: (a) Measured current partial densities towards C2+ products on a polycrystalline Cu electrode. Only the filled diamonds have been 

used in the estimation of Tafel slopes, due to possible convolution with CO mass transport limitations at higher overpotentials. (b) Simulated 

current densities resulting from a microkinetic model based on the DFT calculated energetics for Cu(100). A surface fraction of 19% 81 was 

used in the microkinetic model. The shaded areas correspond to error estimates associated with uncertainty in the CO dimerization barrier 

typical for DFT (+/- 0.2eV)62. At all shown pHs both hydronium and H2O have been considered as proton donors and the transport limitation 

of protons has been regarded following Ref. 82 (c) DFT calculated free energies for initial C-C coupling pathways including CO-CO coupling 

and the protonation of *CO to *COH/*CHO followed by coupling with *CO. In all reactions H 2O was considered as the proton donor. Note 

that although only the first two elementary steps are shown here, in the microkinetic model more subsequent steps have been includ ed as 

outlined in tables S1 and S2 (d) the potential dependence of the reaction energetics along the *CO dimerization pathway comp uted using 

grand-canonical DFT simulations. In panels (c) and (d) full lines refer to thermodynamic stable states, while dashed lines represen t transition 

state energies. The energy response to an increase in overpotential is highlighted by the arrows. The  potential in both panels (c) and (d) are 

given in terms of the calculated work functions (ϕ). The translation from ϕ to USHE in panel (b) has been made using the following relation: 

USHE = (ϕ − 4.4 eV)/e 63 

 



 

 

corresponding transition state energy is the highest point in the 

free energy diagram). At lower (more reducing) potentials, the 

*CO dimerization step is rate-limiting. This change in rate-

limiting step is reflected in the increase in the simulated Tafel 

slope with more reducing potentials akin to the schematic in 

Figure 2 (panel III). Note that although Figure 3(c) and (d) only 

show the free energies of the first two elementary steps, in the 

microkinetic model of panel (b) more subsequent reaction 

barriers and thermodynamics up to the ketene intermediate 

(*H2CCO) have been included, as outlined in tables S1 and S2. 

The transition state of *CO dimerization shows a potential 

dependence of 0.35 eV/V, as a consequence of the buildup of a 

surface dipole during the dimerization. This potential response 

translates into an effective transfer coefficient (𝛼) of the same 

value, resulting in the computed Tafel slope of 171 mV/dec from 

equation 5.  For the *OCCO intermediate, we found a 

stabilization 𝛾 of 0.61 eV/V with the applied potential. This 

response to the potential is also incorporated in the subsequent 

transition state for the protonation of *OCCO which we found 

to have a symmetry factor (𝛽) of 0.3 eV/V and, hence, an overall 

stabilization (𝛽 + 𝛾) of 0.91 eV/V. The corresponding Tafel slope 

for this protonation step is 66 mV/dec. Based on this qualitative 

analysis on the potential response of the respective reaction 

steps, we can already deduce that the protonation of *OCCO is 

not likely to be the RLS, since it would lead to Tafel slopes well 

below the values measured in experiments (ca. 120-200 

mV/dec). 

Using a microkinetic model, the calculated reaction energetics 

translate to the simulated current densities shown in Figure 3(b). 

For pH 7 and 13, where H2O dominates as the proton donor, the 

protonation of *OCCO to *OCCOH is the RLS for U < -1.4VSHE, 

resulting in the computed Tafel slope of 66 mV/dec. At 

increased overpotentials, the RLS changes to *CO dimerization 

with a concomitant increase in the Tafel slope to 171 mV/dec. 

For pH 3, on the other hand, where H3O+ is the predominant 

proton donor, CO-CO dimerization is the RLS throughout the 

considered potential range, as a consequence of the 

spontaneous (activationless) protonation of *OCCO in our acidic 

transition state simulations. We emphasize here that we have 

not considered buffer species as proton donors in our 

simulations, which would also lead to differences in activity at 

different pH (e.g. for the experiments at pH 3 and pH 7 which 

involve buffering anions), in the potential region where 

*OCCOH formation involving a proton transfer to the *OCCO 

dimer is the rate-limiting step. 

While our simulations show qualitative agreement with 

experiments at reducing potentials negative of -1.4 VSHE, it is 

important to note that quantitative differences between 

experimental and theoretical kinetics at lower overpotentials 

can arise from several sources. Typical DFT errors for surface 

reaction energetics are 0.15 eV 62, but in computational 

electrochemistry this uncertainty is compounded by several 

other contributions. Firstly, we convert the workfunction (𝜙) 

from our ab initio constant potential simulations to a potential 

vs. the SHE scale (VSHE) using work function for SHE determined 

by Trassati from experiments (𝜙𝑆𝐻𝐸 = 4.4 𝑒𝑉)63, and not  an 

internal, computed 𝜙𝑆𝐻𝐸  reference from our model. 

Additionally, the computational model used in this work for 

calculating the reaction energetics is a simplified model of the 

electrode-electrolyte interface. First, the static water layer that 

was used in our simulations might substantially reduce the 

degrees of freedom of H2O molecules, and does not correspond 

to the (dynamic) electrode-electrolyte interface present under 

experimental conditions64. The presence of this static water 

layer might also alter the effective capacitance of the interface, 

which affects the potential dependence of the resulting 

reaction energetics, and in turn the simulated tafel slopes 65. 

Second, no explicit ions have been used in the determination of 

the reaction barriers, hence we do not include any local 

interactions between ions and transition states that could 

potentially be present at the electrode-electrolyte interface. 66 

Finally, the calculation of electrochemical barriers on the basis 

of grand-canonical DFT with a combination of implicit and 

explicit solvation is still a fairly new concept and further 

improvements and shortcomings of these methods have 

already been pointed out in previous work65,67,68.  

From an experimental standpoint, several factors might 

convolute analysis of the intrinsic reaction kinetics, including 

mass transport limitations of the reactant species (e.g., CO and 

the proton donors), the detection sensitivities for product 

analysis, and deactivation/dynamic changes of the surface 

active-sites. We observed a small diffusion-limited CO reduction 

partial current density (< 1 mA cm-2) due to the extremely low 

solubility of CO in aqueous electrolyte (~ 1 mM under our 

testing conditions69) and the relatively thick boundary layer 

(~80 m70) of our electrochemical cell. In addition, the partial 

current densities (or activity) of CO reduction are obtained 

based on ex situ analytical methods (i.e., GC and NMR), that 

provide averaged values from electrolysis time scales of tens of 

minutes. Therefore, these data cannot fully represent the true 

kinetics at the electrode/electrolyte interface unless the system 

is continuously under steady-state conditions, which is rarely 

the case. In fact, Cu-based electrodes can undergo dynamic 

changes in morphology21,71, surface faceting72 and oxidation 

states73 that affect the reaction kinetics. Thus, we suggest the 

development of new product analysis strategies that enable the 

collection of more accurate kinetic data with improved 

temporal resolution will strengthen correlations between 

experiment and theory74–76.  

In order to illustrate the sensitivity of the simulated current 

density and Tafel slopes, we also added error estimates in Figure 

3(b), represented by the shaded regions. In these regions the 

*CO dimerization barrier was varied by +/- 0.2 eV. This analysis 

shows that an increase of the *CO dimerization barrier by 0.2 

eV already leads to a three orders of magnitude reduction in the 

simulated current density towards C2+ products and a Tafel 

slope corresponding to the *CO dimerization step being rate-

limiting throughout the experimentally investigated potential 

region. These observations highlight the sensitivity of the 

mechanism (and simulations in general) to the computed 

reaction energetics. Hence, we emphasize that the main finding 

from our theoretical analysis is that a C2 pathway with C-C 

coupling through *CO dimerization is preferred over pathways 

involving later coupling steps between protonated 



 

 

intermediates. Furthermore, the *CO dimerization step exhibits 

a significant potential response, consistent with the measured 

Tafel slopes. 

 

Experiments suggest a change in the rate-limiting step with 

varying pH for CH4 production 

Figure 4(a) shows the measured partial current densities 

towards methane at pH 3, 7 and 13, which in contrast to C2+ 

products, exhibit pH dependent activity and smaller Tafel slopes 

(43-89 mV/dec) with increasing pH, and a decrease in these 

Tafel slopes with respect to USHE. These different features 

suggest that the mechanism for methane production differs 

fundamentally from the C2+ pathway. We find a Tafel slope of 

43 mV/dec at pH 13 , which suggests that the second step is rate 

limiting (NH > 0, cf. Eq. 3 and the scheme shown in Figure 2 (II). 

This hypothesis was already put forth by Hori et al 7,8. We note 

that if CO transport limitations are present at such negative 

potentials, the corresponding intrinsic Tafel slope would be 

even smaller, which would still imply that a later step is rate 

limiting. At lower pH values of 3 and 7, the Tafel slope is above 

80 mV/dec, which suggests that the RLS is the first PCET step 

(NH = 0). The measured current densities do not overlap for 

these two pH values on the SHE scale, which indicates that the 

proton donor is different in the two measurements. At pH 7, 

only water and buffer species are viable proton donors, while at 

pH 3, H3O+ species might also be a viable proton donor. 

Based on the above observations of the dependence of activity 

on USHE and pH, there are two possibilities for the mechanism 

towards CH4:  

Mechanism-I: a purely electrochemical process consisting of an 

initial PCET towards *CO to form *CHO/*COH, followed by the 

subsequent PCET steps towards CH4 (cf. Figure 1). At pH 13, 

where the Tafel slope <60mV/dec, a later step in the pathway 

would be rate limiting (NH>0), which leads to a smaller Tafel 

slope and a distinct pH dependence. As suggested in the panel 

II of Figure 2 a smaller pH could give rise to a shift in the RLS to 

the first protonation step of *CO, where no pH dependence is 

expected (NH=0) except in the case of a change in proton donor 

that leads to a change in the activation energy ∆𝐺0,𝑅𝐿𝑆
‡  for the 

proton transfer. 

Mechanism-II: the surface hydrogenation of *CO is rate-limiting 

step as has been discussed in previous studies 42,43. Since 

surface hydrogenations are chemical processes that are largely 

insensitive to changes in the applied potential, a finite Tafel 

slope can only arise from a change in *H coverage at high pH, 

which in the Nernstian limit would give rise to slopes close to 60 

mV/dec, as described in more detail in section 6 of the SI. In this 

scenario, the rate-limiting step would be the hydrogen 

adsorption (Volmer) step at neutral and acidic pH. 

 

DFT calculated energetics suggest a purely electrochemical 

mechanism towards CH4 

We performed grand-canonical DFT and microkinetic 

simulations for both mechanisms (I and II) towards CH4 on four 

Cu facets: 111, 100, 110 and 211 (see also SI section 2 for 

computational details). As we show in section 4 of the SI, 

following Mechanism-I, all four facets show considerable pH 

dependence towards methane at high electrolyte pH, since the 

rate-limiting step is later than the first protonation step (NH > 

1).  

On the 111, 110 and 211 facets, the barrier towards *CHO is 

lower than towards *COH. For the pathway via *CHO on the 211 

facet, identified as most active and shown in Figure 4(b-d), the 

desorption of OH- from the *CHOH intermediate is limiting at 

low overpotentials (> 1.5VSHE at pH 13) and/or high electrolyte 

pH (> pH 9), while the protonation of *CO to *CHO is limiting at 

higher overpotentials and/or low pH. The direct switch in the 

rate-limiting step from the first to the third elementary step 

arises from the facile protonation of the *CHO intermediate in 

the second elementary step (cf. Figure 1, C1 pathways). We 

attribute the facility of this step to the configuration of *CHO, 

which has its O atom openly accessible to the proton donor, as 

well as its polarization (𝛾∗𝐶𝐻𝑂 ≈ 0.3), as has been observed by 

Liu et al.18.  

On the 100 facet, the barrier towards *COH is lower than that 

of *CHO, and at low overpotentials and/or high pH, the rate-

limiting step is *COH -> *C (cf. Figure S2, S3). This is a 

consequence of the endergonic thermodynamics of the 

Figure 4: (a) Measured current densities towards CH4 on Cu-foil for pH 

3, 7 and 13. (b) Simulated current densities resulting from a microkinetic 

model using the DFT reaction energetics for the Cu(211) facet. A surface 

fraction of 5% was assumed for the 211 facet 34. (c) Free energy diagram 

for Cu(211) towards CH4 at varying workfunctions (a link to the 

experimental SHE potential scale can be made using the relation: 

USHE = (ϕ − 4.4 eV)/e ). (d) Free energy diagram for the reaction 

pathway towards CH4 at varying electrolyte pH. For pH 7 and 13, the 

reaction kinetics are simulated with H2O is the proton donor, while the 

kinetic simulations at pH 3 were performed with H3O+ as the proton 

donor.  

 



 

 

protonation of *CO combined with the low reverse barrier (i.e. 

the deprotonation of *COH) of this step. Again, in this case, at 

high overpotentials we find that the rate-limiting step is shifted 

to the first elementary step, *CO -> *COH. 

Since the Cu(211) facet exhibits the highest activity in our 

simulations, we suggest that steps are most likely the active 

sites for CH4 production. We show the free energy diagrams and 

the corresponding simulated current densities obtained from a 

microkinetic model for the CH4 pathway in Figure 4(b-d). We 

find a reasonable qualitative agreement with the 

experimentally measured partial current densities towards CH4 

(cf. Figure 4(a)), given that no post-hoc corrections were applied 

to the computed free energies. As mentioned above, the third 

step in the reaction pathway is rate-limiting at low 

overpotentials as can be seen in the free energy diagram at 

𝜙𝑆𝐻𝐸  = 3.15 eV (~-1.25 VSHE) in Figure 4(c) and/or high 

electrolyte pH (cf. the free energy diagram at in Figure 4(d)), 

which leads to a simulated Tafel slope of 28 mV/dec. Figure 4 

(b) and (d) show that reducing the electrolyte pH results in a 

change in the rate-limiting step to the first protonation step 

(*CO->*CHO). This change in RLS corresponds to a change of NH 

from 2 to 0. As shown in Figure 2, Panel II and eq. 4, this early 

RLS, with NH =0, gives rise to pH-independent activity on the SHE 

scale with H2O as the proton donor, as well as a larger Tafel 

slope (computed to be 96 mV/dec in our simulations). Upon 

reducing the pH below 4, the current at a given potential starts 

to increase again due to a change in proton donor from H2O to 

H3O+. Interestingly, we find a negligible change in the Tafel slope 

upon changing the proton donor, which arises from the 

similarity in the symmetry factor (𝛽) of 0.62 eV/V for the 

protonation of *CO by H3O+ (pH 3) and H2O (pH 7 and 13). 

In contrast to the observations with Mechanism-I, the simulated 

current densities towards CH4 obtained from a microkinetic 

model following Mechanism-II lead to substantial qualitative 

mismatch with the experimental results (cf. Figure 5, which 

shows the computed j for CH4 and H2 production and the 

coverages for *CO and *H as a function of pH and potential). 

Note that in these simulations, we chose to consider the surface 

hydrogenation of *CO to *CHO due to stronger binding of *CHO 

compared to *COH on all the investigated facets. We find this 

mechanism to be pH-dependent only at very low 

overpotentials. Additionally, the substantial potential response 

(i.e. low Tafel slopes) at high overpotential observed in 

experiments (Figure 4(a)) could not be reproduced with this 

model. Instead, H2 production outcompetes CH4 production due 

to the potential dependent second PCET step (Heyrovsky) 

reaction as evident by its higher current densities. We discuss 

the origin of this behavior with a detailed analysis in section 6 

of the SI. The major takeaways from this analysis are as follows:  

 

(1) For Mechanism-II to reproduce the experimentally 

observed Tafel slopes at high pH, the hydrogen 

coverage needs to change exponentially with the 

applied potential at typical working conditions (i.e. 

~  − 1.4 VSHE ≈ −0.7 VRHE at pH 13). The hydrogen 

binding free energy (∆𝐺H), which varies from 0 eV to + 

0.3 eV on the investigated Cu facets, determines the 

ranges of potential and pH where the hydrogen 

coverage can change exponentially, namely at 

potentials (URHE) more positive than -∆𝐺H/e. At typical 

experimental conditions for COR, since the hydrogen 

coverage is saturated, the simulated Tafel slopes are 

effectively infinite (see top left panel of Figure 5).  

(2) In addition to the mismatch in the potential response 

with experiments, the high surface hydrogenation 

barrier for *CO to *CHO (~1 eV) computed on all the 

Cu facets leads to very low simulated current densities 

(ca. 10-7 mA/cm2) even at high overpotentials. Here it 

is important to note that the potential response of the 

surface hydrogenation of *CO is nearly negligible (𝛽 ≈

0); i.e. it is a chemical process such that its activation 

energy is not altered by a change in USHE.   

 

Based on above considerations and the simulated current 

densities based on the surface hydrogenation pathway, we 

conclude that CH4 production via Mechanism-II is unlikely.  

 

Discussion of results with previous measurements 

In the following, we evaluate our mechanistic understanding 

against several previously published experimental datasets. The 

left panel of Figure 6 shows the electrochemically active surface 

area (ECSA) normalized current densities for C2+ products vs. 

USHE for electrochemical CO2 and CO reduction. In this analysis, 

we include experimental data from both CO2 and CO reduction 

on Cu electrodes. The overlap of both CO and CO2 reduction 

data suggests that *CO is a crucial intermediate, whose 

Figure 5: Simulated current densities (j) for CH4 and H2 (left) and coverages for 
*CO and *H (right) obtained from a microkinetic model for mechanism II 
towards CH4 on Cu(211. The rate-limiting step for this pathway is the surface 

hydrogenation of *CO to *CHO. All the reaction energetics used in the 
microkinetic model have been calculated with DFT with the only exception 
being the reaction barrier of the hydrogen liberation (Heyrovsky) step in HER, 

which was adapted in order to create a non-zero hydrogen coverage. In this 
example, an equal symmetry factor (β = 0.36 eV/V) has been chosen for the 
Volmer and Heyrovsky steps, as has been calculated for the Volmer step. A 
detailed analysis of the effects of varying symmetry factors is provided in the 
section 6 of the SI. 



 

 

coverage is independent of whether it is created in the 

reduction process (CO2R) or directly fed in (COR). This strongly 

suggests that its coverage is saturated and determined by 

equilibration with gas phase CO, in line with the comparatively 

weak binding of *CO on Cu. Our simulations show the same 

trends: In Figure S4 we show the simulated *CO coverages. On 

all simulated facets the coverage is below 40%, as a 

consequence of the steep rise in *CO-*CO interactions at 

elevated coverages. Additionally, the small surface dipole 

created during the adsorption of *CO, leads to a negligible 

potential response of its coverage on the 100 and 211 facets 

and a minor potential response on the 111 facet (see also SI 

section 12 for the tabulated potential responses). The 110 facet, 

on the other hand showed a steep reduction in *CO coverage at 

higher overpotential, due to the build-up of a *CHO coverage. 

Consistent with the discussion above, we observe no 

dependence of C2+ activity on the electrolyte pH. A fit over all 

the data also gives an overall Tafel slope of ~ -140 mV/dec in 

reasonable agreement with the measured values reported 

above (cf. Figure 3a). This result further strengthens the analysis 

shown in Figure 3 and its conclusion that the coupling of 2 *CO 

molecules to form the *OCCO dimer species is the rate-limiting 

step for CO(2)R towards C2+ products.  

Interestingly, although a wide range of nanostructured Cu 

surfaces and experimental setups including H-cells and gas 

diffusion electrodes (GDEs) are compared in the plot, the spread 

of the current density seems to be within an order of 

magnitude, as noted in previous studies 3,77. Given that CO(2)R is 

dependent on the square of the *CO coverage on the active 

sites of the catalyst, this spread suggests that the number of 

active sites differs by less than a factor of 5. We postulate that 

the restructuring of copper at reaction conditions might be at 

play here, as the surface has been shown to be dynamic in 

electrochemical CO(2)R experiments 78.  

In contrast to the Tafel plot for C2+ products, analyzing recently 

published results for methane production, shown in the right 

panel of Figure 6, we could clearly identify two distinct regions. 

These two regions, in contrast to Hori’s data 7,8, are visible even 

if the current density is “corrected” by the electrolyte pH (see SI 

section 11). The first region corresponds to measurements 

performed with CO2 as the reactant at pH close to 7, the second 

is a result of studies starting from CO, performed at higher pH 

values (pH ~ 13). The two regions in Figure 6 (right) show 

different slopes: The > 60 mV dec-1 Tafel slope for the 

measurements performed at lower pH (pH ~ 6.8) suggest the 

possibility of an early rate-limiting step. We note that the 

smaller number of data points and high degree of noise at high 

pH precludes as reliable a mechanistic interpretation. However, 

we do observe a reduction in both the mean (cf. Figure 6) and 

individual Tafel slopes (cf. Figure S15) and the partial current 

Figure 6: Tafel analysis based on a collection of experimental studies including both CO and CO2 reduction experiments towards C2+ products (left) and CH4 

(right). All included current densities have been normalized with respect to the electrochemically effective surface area (ECSA). Open markers represent 
measurements that are possibly convoluted with mass transport and therefore have not been included in the estimation of the Tafel slopes. For methane, 
the partial current densities resulting from CO2 reduction and CO reduction are marked as diamonds and circles , respectively. The individual Tafel slopes are 
given in the SI section 9. The respective references are: A: 83, B: 84, C: 85, D: 86, E: 79, F: 87, G:29, H:70, I:88 J:89, K:40, L: 90,  M: 91, N: 79, O:40, P:92, Q: 41, R: 93, S: 94 



 

 

density towards CH4 for experiments performed in alkaline 

conditions (pH ~ 13) suggesting a rate-limiting step beyond the 

first PCET step, in agreement with the findings of the present 

study.  

 

Implications for future mechanistic studies and 
catalyst design  
Although the present pH-dependent experiments in 

conjunction with theoretical mechanistic studies show *CO 

dimerization to be the rate limiting step for C2+ products on Cu 

electrodes is conclusive, alternative experiments investigating 

the involvement of a proton in the rate-limiting step could still 

be performed. The substitution of H2O with D2O might lead to a 

measurable KIE effect for a rate-limiting step involving a proton 

transfer, while having little/no effect for a potential-dependent 

chemical rate-limiting step (i.e. *CO dimerization). However, we 

note that the effect might be too small for definite exclusion of 

one or the other mechanism28. Resasco et al. 53 recently showed 

that the current densities measured in strongly buffered 

electrolytes linearly depends on the concentration of the 

buffering anion. Hence, further studies on the influence of 

electrolyte buffers on the performance in CO(2)R can also 

provide important insights into the distinction in the nature of 

the rate-limiting step. Finally, experiments performed at lower 

overpotentials than those that have been investigated in this 

work might be able to observe a change in the rate-limiting step 

from *OCCO protonation to *CO dimerization that was 

predicted by our ab-initio kinetics simulations. We note that 

such a study might necessitate surfaces with high roughness 

factors such as oxide derived Cu (OD-Cu), 79 and/or setups with 

high product sensitivity in order to obtain measurable current 

densities at low overpotentials. 

For theoretical studies, we emphasize that it is crucial to 

incorporate the effect of potential sensitivity due to charge 

reorganization (denoted in this work as 𝛾) in simulations of 

multi-step electrochemical reactions. This is exemplified by the 

rate limiting CO dimerization step for the production of 

multicarbon products that exhibits a significant potential 

response. Additionally, we emphasize that accounting for the 

whole reaction process up to the rate limiting step, with the 

inclusion of reaction kinetics, is crucial for a benchmark of the 

calculated results to experimental observables, since pH and 

potential dependence cannot be estimated from single 

elementary steps. Finally, a thorough understanding of 

electrochemical reactions at the solid/liquid interface, in 

principle, would also benefit from multiscale models that 

account for mass transport including diffusion and migration of 

species.  

From an experimental standpoint, we emphasize the need to 

develop new reactor-designs and product analyzing techniques 

that can enable the collection of more precise and time-

resolved intrinsic kinetic data in an extended electrode 

potential window. More robust kinetic information can be 

better interpreted by theoretical models, thereby providing 

new insights to guide the design of more active and selective 

catalysts.  

Based on the identified rate-determining steps for the 

production of methane and C2+ products, we are also in a 

position to suggest general principles for future catalyst design. 

Since the formation of multicarbon products is limited by *CO 

dimerization, the binding energy of *OCCO can serve as an 

important descriptor for the identification of electrode 

materials with high activity towards multicarbon products. 

Furthermore, since no proton is involved in the RLS, working in 

buffer free electrolytes or using buffers unable to act as proton 

donors (i.e. “innocent” buffers) is recommended for high C2+ 

yield47,53. Finally, the use of Cs+ over other alkali-metal cations 

has been shown to improve eCO(2)R activity towards 

multicarbon products.80 We attribute this behavior to the 

substantial dipole moment of *OCCO, similar to previous results 

for CO2 reduction to CO.28 

For methane, as we find the rate-limiting step to involve a 

proton transfer step, buffering anions with a lower pKa than 

water can be used as proton donors (i.e. “non-innocent” 

buffers) to accelerate the rate limiting step for methane 

production.53 Additionally, since we conclusively exclude 

surface hydrogenation as the rate-limiting step for methane 

production, the negative order in CO reported in previous 

studies that has been attributed to involvement of  the surface 

hydrogenation involving *CO and *H would also need to be 

reconsidered.30,42 

Conclusions 

Elucidating the reaction pathways including the rate-limiting 

steps in electrochemical CO(2) reduction (eCO2R) is challenging 

due to the complexity of the reaction mechanisms towards C1 

and C2+ products. Based on pH resolved experiments reaching 

down to acidic conditions, necessary to unequivocally exclude 

the involvement of a proton transfer in the rate-limiting step, 

and constant potential ab-initio calculations including both H2O 

and H3O+ proton donors, we demonstrated that only a reaction 

whose rate is limited by the coupling of two CO molecules is 

able to explain the measured results for eCO(2)R to multicarbon 

products. Two independent approaches in the analysis resulted 

in the same result, namely the absence of a change in current 

density upon change in proton donor and the lower potential 

response to current density as compared to the protonation of 

*OCCO. Our analysis suggests a transition in the RLS from *CO 

dimerization to *OCCO protonation might be possible at low 

overpotentials that has not been so far observed within the 

potential ranges probed in the experiments.  

For methane formation, we conclusively excluded a mechanism 

based on the surface combination of *CO and *H, since it would 

lead to both undetectable current densities and close to infinite 

Tafel slopes at reaction conditions. On the other hand, a fully 

electrochemical mechanism explains the experimentally 

observed activities. We identified a change in the rate limiting 

step with the electrolyte pH for methane production. While at 

neutral and acidic conditions the first PCET step is rate limiting, 

at pH > 9, the third step is rate limiting, leading to a pH 

dependence of the mechanism only in alkaline conditions.  



 

 

Overall our analysis conclusively elucidates the rate limiting 

steps in eCO(2)R towards both methane and C2+ products. The 

results also suggest that electrocatalysts which stabilize the 

*OCCO dimer beyond Cu to be alternative candidates for the 

production of high value C2 products.  
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