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Abstract 1	

A	new	quantitative	method	based	on	static	headspace−gas	chromatography−ion	mobility	2	

spectrometry	(SHS−GC−IMS)	is	proposed,	which	enables	the	simultaneous	quantiDication	of	3	

multiple	aroma	compounds	in	wine.	The	method	was	Dirst	evaluated	for	its	stability	and	the	4	

necessity	of	using	internal	standards	as	a	quality	control	measure.	The	two	major	hurdles	in	5	

applying	GC-IMS	in	quantiDication	studies,	namely,	non-linearity	and	multiple	ion	species,	6	

were	also	investigated	using	the	Boltzmann	function	and	generalized	additive	model	(GAM)	as	7	

potential	solutions.	Metrics	characterizing	the	model	performance,	including	root	mean	8	

squared	error,	bias,	limit	of	detection,	limit	of	quantiDication,	repeatability,	reproducibility,	9	

and	recovery	were	investigated.	Both	non-linear	Ditting	methods,	Boltzmann	function	and	10	

GAM,	were	able	to	return	desirable	analytical	outcomes	with	an	acceptable	range	of	error.	11	

Potential	pitfalls	that	would	cause	inaccurate	quantiDication	i.e.,	effects	of	ethanol	content	and	12	

competitive	ionization,	were	also	discussed.	The	performance	of	the	SHS-GC-IMS	method	was	13	

subsequently	compared	against	a	currently	established	method,	namely,	GC-MS,	using	actual	14	

wine	samples.	These	Dindings	provide	an	initial	validation	of	a	GC-IMS-based	quantiDication	15	

method,	as	well	as	a	starting	point	for	further	enhancing	the	analytical	scope	of	GC-IMS.		16	
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1 Introduc3on 22	

Being	a	separation	technology	that	has	only	been	commercialized	in	recent	years,	gas	23	

chromatography	coupled	with	ion	mobility	spectrometry	(GC-IMS)	has	rapidly	gathered	24	

attention	of	researchers,	especially	from	the	Dield	of	food	and	beverage	science.1	Multiple	25	

studies	have	successfully	applied	GC-IMS	for	identifying	food	adulteration2-4,	optimizing	food	26	

processing	and	storage	conditions5-7,	assigning	food	origins8-9,	differentiating	food	quality	27	

gradings10-11,	and	detecting	food	spoilage12-13.	The	majority	of	these	Dindings	have	been	28	

summarized	in	a	review	article	published	in	2020.7	GC-IMS	is	greatly	appreciated	for	its	29	

ability	to	perform	true	orthogonal	two-dimensional	analyses,	which	considerably	enhances	30	

the	analytical	capacity.	This	feature	also	enables	non-targeted	analyses	that	overcomes	the	31	

need	of	prior	peak	identiDication	and	indifferently	processes	all	peak	information,	which	has	32	

been	proven	immensely	helpful	in	establishing	prediction	models.10-11		33	

Nevertheless,	it	remains	that	the	major	focus	of	research	still	centers	around	the	qualitative	34	

and	semi-quantitative	use	of	the	instrument,	whereas	quantitative	studies	using	GC-IMS	are	35	

still	quite	rare.	Compared	to	gas	chromatography-mass	spectrometry	(GC-MS),	for	which	well-36	

established	protocols	of	quantitative	method	development	are	available,	consensus	is	still	to	37	

be	reached	even	on	some	fundamental	aspects	in	quantitative	GC-IMS,	such	as	the	choice	of	38	

curve-Ditting	functions14-16,	and	the	inclusion	of	internal	standards	during	calibration15-17.	A	39	

brief	summary	of	recently	published	research	articles	describing	the	quantitative	use	of	GC-40	

IMS	in	various	matrices	is	presented	in	Table	1Error!	Reference	source	not	found..	It	is	41	

apparent	that	considerable	discrepancies	exist	regarding	GC-IMS-based	quantiDication.	42	

Indeed,	only	recently	has	a	publication	regarding	the	practical	considerations	when	43	

dedicating	GC-IMS	for	routine	analyses	become	available1,	and	protocols	for	GC-IMS	method	44	

development	are	not	well	deDined.		45	
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Furthermore,	the	quantiDication	procedures	of	GC-IMS	differ	greatly	to	those	of	GC	coupled	to	46	

conventional	detectors,	such	as	the	Dlame	ionization	detector	(FID)	and	mass	spectrometer	47	

(MS).	This	can	be	exempliDied	by	the	more	conDined	linear	dynamic	ranges	in	GC-IMS	outputs,	48	

which	render	the	use	of	non-linear	functions	necessary	over	a	wider	concentration	range.	49	

Such	phenomena	could	be	explained	by	the	ionization	source	in	IMS	(radioactive	atmospheric	50	

pressure	chemical	ionization,	R-APCI),	in	addition	to	the	formation	of	high-order	oligomers	51	

and	heterodimers	with	other	compounds	as	the	target	compound	concentration	increases,	52	

thereby	resulting	in	the	plateauing	of	the	current	ion	species.1,	18	In	addition,	the	instrumental	53	

response	of	the	monomeric	ion	species	does	not	conform	to	monotonic	increase.	Rather,	it	54	

would	begin	to	decrease	as	the	compound	concentration	continues	to	increase	and	the	dimer	55	

intensity	becomes	stronger,	as	illustrated	in	Figure	1.	It	hence	presents	an	analytical	hurdle	in	56	

feasibly	combining	the	information	of	multiple	product	ions	pertaining	to	the	same	compound	57	

to	approach	more	accurate	quantiDication.	Moreover,	the	non-linear	nature	of	standard	curves	58	

in	GC-IMS	further	complicates	the	calculation	of	the	Digures	of	merit	that	are	desired	in	59	

method	development,	such	as	limit	of	detection	(LOD)	and	limit	of	quantiDication	(LOQ).		60	

To	date,	and	to	the	best	of	our	knowledge,	no	peer-reviewed	article	has	been	published	in	61	

attempt	to	systematically	discuss	and	provide	a	general	solution	to	GC-IMS-based	62	

quantiDication	methods.	Therefore,	the	purpose	of	the	current	paper	is	to	propose	an	initial	63	

approach	to	address	the	common	hurdles	during	the	development	of	quantitative	methods	64	

using	GC-IMS	systems.	Also,	the	possibility	of	utilizing	multiple	ion	species	(e.g.,	monomer	and	65	

dimer)	will	be	discussed	for	further	improving	the	method	accuracy	and	sensitivity.	As	a	66	

preliminary	trial,	the	method	was	used	to	establish	calibration	models	for	several	volatile	67	

compounds	commonly	found	in	wine,	as	have	been	previously	identiDied	in	our	earlier	study11.	68	

The	analytical	performance	of	this	method	was	assessed	using	conventional	ideas	and	some	69	

new	tools	that	speciDically	tackle	issues	linked	to	GC-IMS.	70	
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2 Materials and Methods 72	

2.1 Chemicals, reference standards and wine samples 73	

A	total	of	17	compounds	were	calibrated	in	the	current	study,	including	six	acetate	esters	74	

(methyl	acetate,	propyl	acetate,	isobutyl	acetate,	isoamyl	acetate,	amyl	acetate,	hexyl	acetate),	75	

seven	ethyl	esters	(ethyl	propionate,	ethyl	butyrate,	ethyl	2-methylbutyrate,	ethyl	isovalerate,	76	

ethyl	hexanoate,	ethyl	octanoate,	ethyl	decanoate)	and	four	higher	alcohols	(isobutanol,	1-77	

butanol,	isoamyl	alcohol,	1-hexanol).	Analytical	standards	(≥98%	purity)	of	these	compounds	78	

were	procured	from	Sigma-Aldrich	(TauDkirchen,	BY,	Germany)	and	were	stored	in	a	5	°C	cool	79	

room	prior	to	use.	These	compounds	have	been	successfully	identiDied	in	the	wine	matrix	80	

using	the	SHS-GC-IMS	method	as	reported	in	our	previous	publication11,	to	which	interested	81	

readers	are	referred	for	a	detailed	discussion.	The	compound	identiDication	process	is	thus	82	

not	discussed	in	the	current	study	in	great	detail.	83	

A	simulated	wine	matrix	was	prepared	to	account	for	the	major	source	of	matrix	effects	in	84	

wine	that	affect	the	partition	behavior	of	volatile	compounds	during	the	establishment	of	the	85	

calibration	models.19	The	model	solution	that	mimics	wine	matrix	was	Dirst	prepared	by	86	

dissolving	12%	v/v	HPLC	grade	ethanol	in	Type	1	water	(resistivity	>	18	MΩ/cm)	with	pH	87	

adjusted	to	3.2	by	tartaric	acid.	The	ethanol	used	was	of	HPLC	grade	purchased	from	Thermo	88	

Fisher	ScientiDic	(Auckland,	New	Zealand).	This	matrix	was	later	used	to	build	the	calibration	89	

models	of	the	volatile	compounds.		90	

Inevitably,	wines	are	produced	with	a	range	of	alcohol	contents,	which	requires	other	ethanol	91	

levels	to	also	be	inspected	during	calibration.	Hence,	three	additional	model	solutions	of	7%,	92	

9%	and	15%	v/v	ethanol	were	also	prepared.	These	were	used	to	calculate	the	correction	93	

factor	to	be	applied	to	the	quantitative	results	should	the	wine	under	investigation	contain	a	94	

higher	or	lower	alcohol	level	than	12%.	95	
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An	internal	standard	(IS)	working	solution	was	prepared	by	diluting	3-octanol	analytical	96	

standard	in	HPLC	grade	ethanol.	For	each	sample	analyzed	using	the	SHS-GC-IMS	instrument,	97	

an	aliquot	of	50	μL	was	spiked	as	a	quality	control.	The	IS	working	solution	was	prepared	so	98	

that	the	absolute	amount	of	3-octanol	in	the	spiked	sample	was	10–15	mg/L.	99	

For	the	precision	trials,	vintage	2018	commercial	Sauvignon	Blanc	wine	was	used.	For	the	100	

recovery	trials,	vintage	2020	commercial	Sauvignon	Blanc	wine	was	used.	For	the	method	101	

comparison	trials,	a	selection	of	Dive	Sauvignon	Blanc	white	wines	from	three	vintages	(2018,	102	

2019,	2020)	and	two	red	wines	(2020	Tempranillo	and	2019	Shiraz)	were	used.	All	white	103	

wines	used	in	the	current	study	were	produced	in	New	Zealand,	while	the	Tempranillo	and	104	

Shiraz	wines	were	produced	in	Spain	and	Australia,	respectively.	All	wines	had	been	stored	in	105	

their	original	packaging	and	away	from	direct	sunlight	at	room	temperature	before	analysis.	106	

2.2 Construc8on and valida8on of calibra8on models for vola8le compounds 107	

2.2.1 Prepara)on of calibra)on dilu)on series using analy)cal standards 108	

In	order	to	establish	the	calibration	models	for	the	aforementioned	volatile	compounds,	stock	109	

solutions	of	each	compound	were	Dirst	made	by	dissolving	one	drop	(accurate	weights	110	

determined	on	a	four-decimal	place	analytical	balance)	of	the	analytical	standard	into	5	mL	111	

ethanol.	Serial	dilutions	were	then	made	by	dispensing	the	corresponding	volumes	of	stock	112	

solution	into	the	model	solution	to	make	up	for	the	Dinal	analysis-ready	volume	of	5	mL.	The	IS	113	

working	solution	was	spiked	into	each	sample,	followed	by	nitrogen	purge	of	the	headspace	to	114	

protect	the	samples	from	potential	oxidation	while	awaiting	analysis.	Each	volatile	was	115	

analyzed	in	their	common	ranges	as	typically	found	in	white	wines.	Given	the	non-linear	116	

nature	of	the	instrumental	response,	particular	attention	was	paid	to	increase	the	number	of	117	

calibration	points,	such	that	the	curvature	can	be	more	accurately	depicted.	In	the	current	118	
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study,	at	least	eight	calibration	points	(excluding	zero	points	where	only	pure	model	solution	119	

was	analyzed)	were	tested	for	each	volatile	compound.	120	

2.2.2 Fi9ng of standard curves 121	

Since	SHS-GC-IMS	features	a	small	dynamic	range,	a	non-linear	standard	curve	is	often	122	

necessary	to	depict	the	relationship	between	the	compound	concentration	and	the	instrument	123	

response.	According	to	the	instrument	manufacturer	recommendations,	the	Boltzmann	124	

function	is	useful	when	considering	the	concentration-response	relationship	for	the	dimer	ion	125	

of	a	compound.	The	Boltzmann	function	features	the	following	generic	form:	126	

 
! = # + % − #

1 + (!"($)&'(
	

(1) 

where	a,	b,	c,	d	are	constant	coefDicients,	y	=	the	signal	intensity	(volume-under-area-127	

minimum,	a.u.),	x	=	analyte	concentration	(μg/L	or	mg/L).	This	function	originated	from	the	128	

mathematical	relationship	of	non-equilibrium	thermodynamics	and	can	also	be	used	to	depict	129	

ions	travelling	along	an	electric	gradient.	130	

Another	method	named	the	generalized	additive	model	(GAM)	was	also	used	to	131	

simultaneously	consider	the	signals	of	both	monomer	and	dimer	ions	for	predicting	the	132	

compound	concentration.	GAM	is	a	nonparametric	method	that	directly	reads	the	data	133	

without	predeDining	a	Dixed	mathematical	expression	for	the	concentration-response	134	

relationship.	The	main	concept	behind	GAM	can	be	expressed	as:	135	

 )(+[!|.]) = 1)2 + 3*(4*) + 3+(4+) + 3,(4,) +⋯+ 3)(4)) + 6	 (2) 

where	!(#[%|'])	represents	the	expectation	of	the	dependent	variable	y	from	a	matrix	of	136	

independent	variables	X	as	modelled	by	the	link	function	(identity	function	in	the	case	of	137	

regression);	*!+	is	the	parametric	terms	of	the	independent	variable;	,"(-")	is	the	i-th	term	of	138	

the	independent	variable	modelled	using	spline	functions;	.	is	the	intercept	term.	According	139	
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to	Hastie,	Tibshirani	and	Friedman,	a	spline	function	is	a	piecewise	polynomial	function	that	is	140	

smooth	in	connecting	knots	between	polynomial	pieces.20	Thus,	this	method	utilizes	a	141	

combination	of	basis	spline	functions	to	map	the	non-linear	trend	of	calibration	data	points.	142	

Alternatively,	the	investigated	concentration	range	for	some	compounds	still	approximate	a	143	

linear	response	range,	in	which	case	the	linear	Ditting	was	also	assessed	for	its	144	

characterization	of	the	concentration-response	relationship.	145	

The	goodness-of-Dit	of	different	Ditting	methods	was	evaluated	using	the	root	mean	squared	146	

error	(RMSE)	and	the	systematic	error	(bias)	as	calculated	using	Equations	3	and	4.21	Both	147	

metrics	have	the	same	unit	as	the	concentration	of	the	calibrated	compound.		148	

 RMSE = ;∑ =>) − >)-./?
+0

)1*
@ 	 (3) 

 bias = ∑ =>)-./ − >)?0
)1*

@ 	 (4) 

2.2.3 Limit of detec)on (LOD) and limit of quan)fica)on (LOQ) 149	

Given	the	non-linear	feature	of	the	Boltzmann	function,	the	conventional	method	of	150	

estimating	the	LOD	and	LOQ	using	the	slope	of	the	linear	standard	curve	is	not	applicable.	151	

Hence,	the	current	study	adopted	the	methods	described	by	Hayashi	et	al.	and	González	et	al.	152	

that	enable	the	calculation	of	LOD	and	LOQ	from	non-linear	calibration	functions.22-23	This	153	

method	considers	the	relative	standard	deviation	of	the	back-calculated	analyte	154	

concentrations	(denoted	as	/#)	and	the	Dirst-order	derivative	of	the	original	function	(denoted	155	

as	0).	It	is	mandated	that	/# = 23$ - ⋅ 0⁄ 2 = 30%	when	LOD	is	reached	and	/# = 20%	when	156	

LOQ	is	reached.	3$	is	the	standard	error	of	instrument	response	estimates.	%" 	and	%"
%&'	157	

represents	the	actual	instrument	response	and	the	predicted	instrument	response,	158	

respectively.	In	the	case	of	Boltzmann	functions:	159	
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E|23!4567"" =

(# − %) ⋅ (!"($)&'(

G ⋅ 4 H(!"($)&'( + 1I
+	 (5) 

 J8K23!4567"" = ;∑ =!) − !)-./?
+0

)1*
@ − 4 	 (6) 

Hence,	the	LOD	and	LOQ	can	be	calculated	as	follows:	160	

 Let:		R = S0.3(# − %)G ⋅ J8 − 2X 			and			[ = S0.2(# − %)G ⋅ J8 − 2X		 (7) 

 LOD|23!4567"" = (' ⋅ ^R + √R
+ − 4

2 `
(

	 (8) 

 LOQ|23!4567"" = (' ⋅ b[ + c[
+ − 4

2 d
(

	 (9) 

Since	the	method	applies	universally	to	both	linear	and	non-linear	standard	curves,	it	was	161	

used	to	calculate	the	LOD	and	LOQ	for	all	Boltzmann	and	linear	Dittings.	In	the	case	of	linear	162	

standard	curves	with	the	generic	form	of	% = :- +<,	the	LOD	and	LOQ	calculations	are	as	163	

follows:	164	

 J8K!9".7- = ;∑ =!) − !)-./?
+0

)1*
@ − 2 		 (10) 

 LOD|!9".7- =
J8K!9".7-
0.3e 	 (11) 

 LOQ|!9".7- =
J8K!9".7-
0.2e 	 (12) 

Another	method	suggested	by	the	International	Union	of	Pure	and	Applied	Chemistry	(IUPAC)	165	

was	also	considered.24-25	This	method	calculates	the	LOD	and	LOQ	as	follows:	166	

 LOD = ! + f: × J	 (13) 

 LOQ = ! + 3 × f: × J	 (14) 
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 f; = h(i, k) ×=1 +
1
@<
	 (15) 

In	equations	(13)	to	(15),	?( 	is	the	number	of	blank	samples	for	a	particular	calibration	and	167	

@(A, C)	is	the	student	t-statistic	value	of		degrees	of	freedom	(calculated	as	?( − 1,)	and	168	

conDidence	interval	of	C	(set	as	0.05).24	Since	this	method	does	not	involve	the	inspection	of	169	

the	original	mathematical	equation,	it	thus	provides	an	approach	to	calculate	LOD	and	LOQ	in	170	

GAM	applications,	although	in	the	current	study	it	was	also	tested	on	Boltzmann-	and	linear-171	

based	models.	172	

2.2.4 Repeatability and reproducibility 173	

The	repeatability	and	reproducibility	of	the	SHS-GC-IMS	method	in	terms	of	retention	and	174	

drift	times	has	been	reported	in	our	previous	study.11	Hence,	in	the	current	study	special	175	

focus	was	placed	on	the	repeatability	and	reproducibility	of	the	quantiDication	results,	while	176	

employing	the	same	data	reported	in	the	previous	study.	A	moderately	aged	(50-months	old	177	

at	the	time	of	analysis)	Sauvignon	Blanc	wine	was	analyzed	in	quadruplicates	per	day	for	Dive	178	

days.	The	repeatability	and	reproducibility	were	calculated	as	intra-	and	inter-day	variations,	179	

respectively.	180	

2.2.5 Accuracy and recovery  181	

Trueness	is	deDined	as	the	measurement	of	the	deviation	of	a	measured	value	to	the	actual	182	

value	of	an	analyte	in	a	sample.	Therefore,	this	parameter	demonstrates	the	bias	in	an	183	

analytical	method.	The	lack	of	trueness	would	indicate	the	presence	of	systematic	error	184	

within	the	method,	which	renders	the	method	impractical	for	its	intended	purpose.	Given	the	185	

absence	of	certiDied	reference	materials	for	volatile	analyses,	trueness	in	the	current	186	

validation	study	is	expressed	as	the	recovery	rate	in	the	spike-and-recovery	trial.	All	spike-187	

and-recovery	tests	were	conducted	using	a	vintage	2020	Marlborough	Sauvignon	Blanc	wine,	188	
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apart	from	those	of	amyl	acetate,	for	which	a	vintage	2021	Marlborough	Sauvignon	Blanc	189	

wine	was	used.	The	total	concentration	of	a	volatile	compound	in	its	spiked	sample	was	190	

controlled	such	that	it	still	falls	within	the	calibration	range.		191	

2.2.6 Examina)on of ethanol content effects 192	

Ethanol	has	been	shown	to	considerably	alter	the	availability	of	volatiles	in	the	headspace	of	193	

wine	samples	as	its	high	content	in	wine	can	suppresses	the	partition	of	other	aroma	194	

compounds.26	Thus,	all	aroma	compounds	validated	in	the	current	study	were	additionally	195	

tested	in	7%,	9%	and	15%	v/v	ethanol	model	solutions	with	their	pH	adjusted	to	3.2.	Their	196	

calculated	concentrations	(denoted	as	“apparent	concentration”)	from	these	model	solutions	197	

were	compared	with	that	obtained	using	the	12%	v/v	ethanol	model	solution	to	evaluate	the	198	

deviation	and	calculate	correction	factors	to	compensate	for	the	ethanol	level	difference.	199	

2.2.7 Examina)on of compe))ve ioniza)on effects 200	

As	previously	highlighted	by	Borsdorf	and	Eiceman,	as	multiple	compounds	of	different	201	

ionization	energies	(IE)	or	proton	afDinities	(Epa)	enter	the	IMS	ionization	chamber	202	

simultaneously,	competitive	ionization	could	occur	such	that	the	compound	with	lower	IE	(or	203	

higher	Epa)	becomes	preferentially	ionized,	whereas	other	compounds	are	deprived	of	ions	204	

and	are	thus	not	eventually	detected.27	This	effect	was	also	investigated	in	the	current	study	205	

where	co-elution	occurred	between	1-propanol	and	ethyl	butyrate.	A	simulated	matrix	was	206	

prepared	with	the	concentration	of	1-propanol	maintained	at	12	mg/L	in	a	5	mL	model	207	

solution.	Ethyl	butyrate	was	incrementally	spiked	into	the	simulated	matrix	from	0	to	660	208	

µg/L	to	inspect	the	change	of	signal	intensities	in	1-propanol	and	ethyl	butyrate	peaks.	209	
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2.2.8 Method comparison between SHS-GC-IMS and HS-SPME-GC-MS 210	

A	selection	of	seven	wines	were	tested	using	both	methods.	The	protocol	of	the	HS-SPME-GC-211	

MS	method	was	in-house	developed	at	the	University	of	Auckland.	Readers	are	referred	to	Lyu	212	

et	al.28	for	detailed	sample	pre-treatment	and	instrumental	conditions.		213	

2.3 Instrumenta8on and method parameters 214	

Instrumentation	and	method	details	were	the	same	as	reported	in	a	previous	publication.11	215	

The	G.A.S.	FlavourSpec	SHS-GC-IMS	system	was	used	in	the	current	study	(Gesellschaft	für	216	

Analytische	Sensorsysteme	mbH,	Dortmund,	Germany).	The	instrument	was	Ditted	with	a	217	

MXT-WAX	polar	column	(30	m	length	×	0.53	mm	internal	diameter	×	0.5	µm	Dilm	thickness,	218	

100%	crossbond	Carbowax	polyethylene	glycol	stationary	phase)	purchased	from	RESTEK	219	

(Bellefonte,	PA,	USA).	An	autosampler	(CTC	Analytics	AG,	Zwingen,	Switzerland)	was	also	220	

connected	for	the	automated	static	headspace	sample	introduction	on	the	GC	column.		221	

For	sample	preparation,	Dive	milliliters	of	each	prepared	sample	were	transferred	into	a	20	222	

mL	headspace	vial	using	a	micropipette,	which	was	then	purged	with	nitrogen	and	tightly	223	

crimped.	Each	sample	vial	was	incubated	at	40	°C	for	10	minutes	for	equilibration,	before	500	224	

µL	of	the	headspace	gas	was	extracted	with	a	heated	(80	°C)	syringe	and	injected	through	a	225	

heated	injection	port	on	the	GC	column.	The	GC	column	was	set	in	isothermal	mode	at	40	°C.	226	

In	GC,	the	carrier	gas	Dlow	was	Dirst	held	steady	at	2	mL/min	for	one	minute,	and	then	227	

gradually	increased	to	40	mL/min	at	a	rate	of	2	mL/min2	until	20	min.	The	Dlow	was	then	228	

immediately	increased	to	150	mL/min	and	held	at	this	rate	until	50	min.	From	50	to	52	min,	229	

the	Dlow	rate	was	dropped	to	2	mL/min	again,	before	the	program	Dinished.		230	

Following	GC	separation,	the	compounds	were	Dirst	ionized	in	the	IMS	ionization	chamber	231	

using	a	tritium	(3H)	source.	The	ionization	was	conducted	under	positive	ion	mode.	Ionized	232	

volatile	compounds	then	entered	the	IMS	drift	tube	(98	mm),	where	an	electric	Dield	(strength:	233	
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500	V/cm)	was	applied.	The	IMS	device	was	programmed	at	75	°C	with	a	constant	drift	gas	234	

Dlow	rate	of	150	mL/min	counter-current	of	the	analyte	ion	swarm.	Each	IMS	spectrum	was	235	

acquired	as	the	average	of	six	scans.	236	

Also,	as	a	critical	component	of	regular	instrument	upkeep,	an	intermittent	4-hour	thermal	237	

cleaning	was	performed	at	the	conclusion	of	each	sample	sequence	and	a	24-hour	thermal	238	

cleaning	was	performed	each	week	over	the	weekend,	which	has	been	shown	to	reduce	239	

memory	effects	of	the	GC	column	and	ensure	the	consistent	and	desirable	analytical	results.	240	

2.4 Data processing and sta8s8cal analyses 241	

The	software	suite	distributed	with	the	SHS-GC-IMS	instrument,	LAV	(Laboratory	Analytical	242	

Viewer,	version	2.2.1,	Dortmund,	Germany),	was	used	to	process	the	raw	data	acquired	from	243	

each	run.	The	LAV-quantitation	module	was	used	to	obtain	the	signal	intensities	of	each	244	

volatile	compound	as	peak	volume-under-the-shape.	Microsoft	Excel	2019	(Redmond,	WA,	245	

USA)	was	used	to	collate	raw	data	and	perform	basic	calculations	such	as	limits	of	detection	246	

and	quantiDication.	The	programming	language	R	(version	4.0.2,	Vienna,	Austria)	and	Python	247	

(version	3.8.3,	Fredericksburg,	VA,	USA)	was	used	to	run	ANOVA	analyses,	generate	plots,	248	

compute	the	standard	curves	of	Boltzmann	function	and	GAM.	For	all	post-hoc	Tukey’s	HSD	249	

tests	for	ANOVA,	the	signiDicance	level	was	set	at	5%.	The	error	bars	of	all	plots	where	they	250	

are	available	indicate	the	range	of	±	standard	error.	251	

	 	252	
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3 Results and Discussion 253	

3.1 Overall quality control of the method 254	

As	shown	above	in	Table	1Error!	Reference	source	not	found.,	most	quantiDication	studies	255	

did	not	report	speciDically	the	involvement	of	internal	standards	during	method	calibration	or	256	

in	quantitative	analyses.	However,	ensuring	the	quality	of	semi-quantitative	information	257	

obtained	from	SHS-GC-IMS	is	a	crucial	Dirst	step	in	checking	for	intrinsic	sources	of	error	that	258	

might	lower	the	credibility	of	the	Dinal	quantitative	results.	Hence,	a	method	for	monitoring	259	

the	instrument	performance	was	established	using	an	internal	standard	spiking	solution.	260	

Variations	in	internal	standard	signals	could	reveal	the	perturbations	caused	by	a	series	of	261	

sources	of	errors,	such	as	operator’s	pipetting	error,	autosampler	injection,	and	GC	column	262	

conditions.	The	internal	standard	was	selected	such	that	it	did	not	interfere	or	react	with	any	263	

compounds	that	inherently	exist	in	the	target	matrix,	while	also	belonging	to	one	of	the	same	264	

chemical	categories	as	the	target	compounds	of	analysis.29	265	

Based	on	these	criteria,	3-octanol	was	selected	in	the	current	study	as	the	internal	standard	266	

and	was	mixed	with	samples	in	1:100	ratio	to	achieve	a	Dinal	concentration	in	the	sample	of	267	

10-15	mg/L.	The	peak	for	3-octanol	was	well	separated	from	those	of	the	intrinsic	volatile	268	

compounds	(Supplementary	Figure	1).	Also,	being	a	member	of	the	higher	alcohols	group	and	269	

thus	sharing	similar	ionization	behaviors,	excessive	Dluctuations	in	the	3-octanol	peak	signal,	270	

if	any,	could	reDlect	potential	inaccuracy	in	analyzing	wine	volatile	compounds.	Two	batches	of	271	

internal	standard	solution	were	prepared	during	the	current	study,	with	concentrations	of	272	

12.6	mg/L	and	14.0	mg/L,	which	were	used	to	spike	240	and	139	samples	in	the	timespan	of	6	273	

months,	respectively.	The	second	batch	of	IS	was	successively	used	after	the	Dirst	IS	was	274	

depleted	to	cover	the	needs	of	IS	dosing	for	all	samples.	A	control	chart	was	plotted	for	each	of	275	

the	two	batches	as	shown	in	Figure	2	(A)	and	(B).	The	average	signal	intensity	values	of	the	276	

Dirst	and	the	second	internal	standard	batches	were	18889±2070	and	21082±2886,	with	277	
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relative	standard	deviations	(RSD)	being	11.0%	and	13.7%.	Hence,	the	stability	of	the	method	278	

was	demonstrated	by	possessing	%	RSD	lower	than	15%.	Also,	it	can	be	seen	from	the	control	279	

chart	that	in	both	batches,	only	eight	points	(2.1%	of	all	samples)	fell	within	the	warning	280	

range	(shown	as	red	shaded	region)	and	no	point	fell	beyond	the	control	limits,	which	further	281	

consolidates	the	suitability	of	the	current	method	in	volatile	analyses.	282	

By	contrast,	the	HS-SPME-GC-MS	method	that	was	developed	at	the	University	of	Auckland	283	

indicated	much	higher	level	of	RSD	in	the	3-octanol	internal	standard	signals	during	method	284	

calibration	(21.8-37.5%,	unpublished	results).	Such	a	difference	could	be	explained,	at	least	285	

partially,	by	the	fact	the	static	headspace	extraction	in	the	SHS-GC-IMS	instrument	is	a	bi-286	

phase	system,	where	only	one	partition	occurs	between	the	liquid	fraction	of	the	sample	and	287	

the	gaseous	headspace.	On	the	other	hand,	when	pre-concentration	devices	such	as	SPME	288	

Dibers	are	being	used,	a	tri-phase	system	is	established,	where	partition	can	occur	between	289	

liquid	sample	and	the	headspace,	as	well	as	between	the	headspace	and	the	SPME	Diber.	290	

Therefore,	increased	instability	is	introduced	into	the	HS-SPME-GC-MS	method	as	samples	are	291	

incubated	for	a	Dixed	amount	of	time	regardless	of	equilibria	between	the	three	phases.	292	

Rather,	in	SHS-GC-IMS,	it	has	been	experimentally	shown	that	equilibrium	between	liquid	293	

sample	and	headspace	is	reached	after	10	minutes	of	incubation	and	agitation	(see	Figure	2	294	

(C)	and	(D).).	This	phenomenon	in	turn	indicates	that	stable	results	can	be	expected	after	295	

headspace	equilibrium	is	established.		296	

In	addition	to	analytical	output	monitoring,	the	internal	standard	was	also	used	for	manually	297	

adjusting	the	chromatograms	should	deviations	on	the	retention	time	axis	occur.	The	LAV	298	

software	that	accompanies	the	GC-IMS	instrument	allows	the	user	to	conDigure	“area	sets”,	i.e.,	299	

pre-deDined	boxes	to	accommodate	peaks	on	the	contour	plot.	It	was	quite	commonly	300	

observed	that	misaligned	chromatograms	have	peaks	of	both	intrinsic	compounds	and	the	301	

internal	standard	partially	or	entirely	located	outside	of	their	corresponding	boxes	due	to	302	
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shifts	in	retention	times	(y	axis	of	the	chromatogram).	In	manual	alignments,	retention	time	303	

correction	to	relocate	the	misaligned	IS	peak	back	to	its	box	could	also	move	all	other	peaks	304	

back	to	their	correction	positions,	which	is	critical	for	the	software	to	correctly	extract	the	305	

peak	signal	intensities.	This	approach	was	also	recommended	by	Jurado-Campos,	Martıń-306	

Gómez,	Saavedra	and	Arce,	who	reported	that	using	internal	standard	as	a	base	for	plot	307	

alignment	could	apparently	improve	the	homogeneity	of	peak	positions.1	308	

3.2 Selec8on of standard curve fiEng methods 309	

3.2.1 Hurdles in curve-fi9ng: non-linearity and mul)ple ion species 310	

One	of	the	most	distinct	features	that	immediately	differentiate	IMS	from	other	commonly	311	

used	GC	detectors	is	its	narrow	linear	dynamic	range	and	the	non-linear	response	commonly	312	

observed	when	a	series	of	concentrations	is	used	to	construct	a	standard	curve.	For	example,	313	

a	concentration-response	scatter	plot	of	ethyl	hexanoate,	a	common	volatile	found	in	wine,	for	314	

which	clear	non-linear	relationship	was	identiDied,	is	provided	in	Figure	3	(A).	Around	the	315	

lower	concentrations,	the	concentration-signal	relationship	was	more	linear,	whereas	the	316	

signal	became	more	plateaued	as	the	concentration	increased,	leading	to	curvature	across	the	317	

normal	concentration	range	of	this	compound	in	the	target	matrix.	This	effect	has	been	widely	318	

reported	for	many	other	compounds	as	well.14,	21,	30	One	potential	solution	to	circumvent	this	319	

issue	is	dilution	of	the	original	sample	so	that	the	concentration	of	the	target	compound	is	320	

lowered	to	reach	its	linear	dynamic	range.31		321	

However,	as	wine	is	a	highly	complicated	system	consisting	of	multiple	volatile	compounds	of	322	

interest,	each	with	its	own	linear	range	and	non-linear	curvature,	it	would	be	exceedingly	323	

arduous	to	analyze	even	one	sample	with	multiple	dilution	factors	so	that	all	volatiles	would	324	

fall	within	their	desired	linear	range.	As	a	result,	previous	efforts	have	been	made	to	use	325	

various	mathematical	relationships,	including	polynomial,	logarithmic,	and	Boltzmann	326	



18 | Page 

functions,	to	circumvent	this	problem	using	dilutions	and	to	directly	account	for	the	non-327	

linear	relationship.14-15,	17	Currently,	no	consensus	has	been	achieved	regarding	the	328	

mathematical	function	that	best	describes	this		curvature.	In	this	study,	the	recommended	329	

mathematical	model	by	the	manufacturer:	Boltzmann	function,	was	Dirst	trialled	(Figure	3	330	

(B)),	followed	by	the	non-parametric	Ditting	method	of	generalized	additive	model	(GAM)	331	

(Figure	3	(C)),	as	exempliDied	using	ethyl	hexanoate.		332	

As	the	complexity	of	Ditting	model	increased,	the	Ditting	error	decreased	accordingly.	The	333	

linear	Ditting	was	consistently	problematic	at	both	lower	and	higher	concentrations.	The	334	

Boltzmann	Ditting	exhibited	improvement	at	the	lower	concentration	end	whereas	for	the	335	

higher	concentrations,	there	was	still	a	drift	away	from	the	ideal	model.	The	GAM	Ditting	336	

performed	the	most	desirably,	as	no	severe	deviation	from	the	ideal	model	was	observed.	This	337	

downward	trend	in	the	lack-of-Dit	was	measured	by	the	decreasing	root	mean	squared	error	338	

of	calibration	(RMSE)	values	(Figure	3	(D)).		339	

Furthermore,	an	additional	beneDit	of	GAM	compared	to	other	Ditting	methods	is	its	ability	to	340	

accept	multiple	input	variables	when	constructing	the	Ditting,	which	becomes	particularly	341	

useful	when	multiple	ion	species	exist	for	one	compound.	Hence,	for	these	compounds,	the	342	

GAM	method	was	tested	both	on	the	monomer/dimer	pair	and	on	the	dimer	only.	These	343	

proposed	methods	could	thus	solve	the	problem	of	non-linear	response	behavior	and	multiple	344	

ion	species	in	GC-IMS	detection.		345	

3.2.2 Comparison of the goodness-of-fit 346	

In	order	to	more	comprehensively	compare	the	accuracy	of	the	different	Ditting	methods,	a	347	

compendium	of	the	RMSE	and	systematic	bias	values	of	the	three	Ditting	methods	for	all	348	

studied	compounds	is	presented	in	Table	2.	The	GAM	Ditting	results	were	invariably	better	349	

than	Boltzmann	and	linear	Dittings,	as	demonstrated	by	lower	RMSE	values,	apart	from	that	of	350	
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ethyl	decanoate	where	GAM	performed	slightly	less	favorably.	Extremely	small	systematic	351	

bias	Digures	also	indicate	that	no	severe	under-	or	over-estimation	was	expected.	Additional	352	

involvement	of	the	monomer	in	the	GAM,	however,	did	not	necessarily	produce	signiDicantly	353	

improved	Ditting	performance	compared	to	the	GAM	Ditting	using	only	the	dimer.	This	was	also	354	

shown	by	the	p-value	of	the	monomer	term	coefDicients,	as	only	that	of	1-hexanol	was	below	355	

0.1.	The	Boltzmann	function	Ditting,	which	is	recommended	by	the	instrument	manufacturer,	356	

also	provides	a	desirable	alternative	to	GAM,	despite	its	higher	general	over-estimation	in	the	357	

quantitative	results	than	the	GAM	model.	Nevertheless,	such	systematic	bias	is	still	acceptable	358	

considering	the	wide	calibration	range	used.	Overall,	GAM	achieved	smaller	RMSE	values	than	359	

the	Boltzmann	Ditting,	whereas	the	Boltzmann	Ditting	has	a	stronger	theoretical	background	as	360	

it	describes	the	Dlow	of	ions	travelling	within	an	electric	gradient.	The	combined	use	of	361	

monomers	and	dimers	in	some	GAM-based	models,	on	the	other	hand,	only	provided	marginal	362	

beneDits	compared	to	their	dimer-only	counterparts.	Therefore,	both	Ditting	methods	can	be	363	

considered	as	suitable	for	establishing	the	calibration	models	using	the	SHS-GC-IMS.	364	

However,	the	GAM	method	is	not	without	its	problems.	One	of	the	most	prominent	difDiculties	365	

in	applying	the	GAM	method	lies	in	the	fact	that	it	directly	reads	the	trend	from	the	data	per	366	

se,	thereby	rendering	the	Dinal	output	greatly	prone	to	any	experimental	errors	from	367	

collecting	the	calibration	data.	This	could	result	in	unusual	local	maxima/minima	in	the	Ditted	368	

curve	and	thus	break	the	monotonicity	principle	in	the	concentration-signal	relationship,	as	369	

exempliDied	by	1-butanol	(see	Supplementary	Figure	2).	Hence,	visual	inspection	of	the	Ditted	370	

curve	needs	to	be	exercised	when	GAM	is	being	used	to	establish	the	standard	curve.	In	this	371	

case,	either	the	corresponding	calibration	concentrations	may	be	re-conducted	where	372	

experimental	errors	can	be	clearly	identiDied,	or	parametric	models,	i.e.,	the	Boltzmann	373	

function	may	be	used	instead.	374	
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In	light	of	the	aforementioned	results,	it	was	decided	that	for	this	study,	both	GAM	and	375	

Boltzmann	function	Ditting	would	be	evaluated	in	the	subsequent	Digures	of	merit	calculations.	376	

In	the	case	of	GAM	being	unable	to	produce	reliable	Ditting	curves,	the	Boltzmann	function	377	

should	be	used	instead	as	a	fallback	alternative.		378	

3.3 General figures of merit of the method 379	

3.3.1 Limit of detec)on (LOD) and limit of quan)fica)on (LOQ) 380	

Using	the	methods	described	in	the	Materials	and	Methods	section,	the	limit	of	detection	381	

(LOD)	and	limit	of	quantiDication	(LOQ)	were	calculated	for	the	17	compounds	studied	in	the	382	

simulated	wine	matrix.		383	

It	should	be	noted	that	the	IUPAC-recommended	method	was	not	suitable	for	the	Boltzmann-384	

based	standard	curves,	since	sometimes	the	signal	intensities	acquired	from	blank	samples	385	

are	unable	to	return	a	valid	concentration	using	this	type	of	model.	This	is	attributed	to	the	386	

fact	that	the	Boltzmann	features	a	sigmoidal	curve	with	upper	and	lower	asymptotes	of	% = F	387	

and	% = G,	respectively	(F	and	G	being	coefDicients	of	the	Ditted	Boltzmann	function).	Hence,	388	

any	signal	that	falls	outside	the	(G, F)	range	is	not	able	to	return	a	valid	calculated	389	

concentration.	It	is	not	uncommon	that	in	blank	samples,	the	signal	intensity	of	a	given	390	

compound	is	lower	than	the	coefDicient	G.	Therefore,	all	LOD	and	LOQ	values	were	calculated	391	

using	the	method	proposed	by	Hayashi	et	al.	and	González	et	al.	for	Boltzmann	function	392	

models.22-23		393	

The	LOD	and	LOQ	values	of	the	different	non-linear	Ditting	methods	are	collated	in	Table	3.	394	

Due	to	the	different	methods	used	to	calculate	the	LOD	and	LOQ,	these	values	tend	to	be	395	

higher	for	Boltzmann	function	models,	which	also	renders	them	not	directly	comparable	with	396	

those	of	GAM	methods.	Nevertheless,	it	could	still	be	seen	that	both	GAM	and	Boltzmann	397	

function	are	able	to	show	desirable	detection	and	quantiDication	limits	for	all	compounds	398	
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studied	considering	the	calibration	ranges	applied	in	this	study	and	their	regular	presence	in	399	

wines28,	32-33,	which	justiDies	the	applicability	of	the	current	method	for	wine	aroma	analyses.	400	

The	use	of	GAM	on	the	monomer/dimer	pair	did	improve	those	limits	compared	to	GAM	being	401	

applied	on	dimer	alone	for	some	compounds,	including	propyl	acetate,	ethyl	octanoate,	and	1-402	

hexanol,	which	warrants	the	preferential	use	of	GAM	when	a	compound	is	only	found	in	403	

concentrations	barely	above	the	Boltzmann	Ditting	LOD/LOQ.	This	trend,	however,	did	not	404	

hold	true	for	all	compounds.	Also,	it	could	be	shown	from	both	LOD/LOQ	values	and	the	RMSE	405	

values	that	the	models	with	better	Dits	(smaller	RMSE)	are	likely	to	have	higher	406	

detection/quantiDication	limits,	which	indicates	compromises	were	made	to	enhance	the	407	

general	Ditting	precision	in	exchange	for	the	model	performance	at	the	lower	end	of	408	

calibration.	409	

3.3.2 Method precision and accuracy 410	

The	precision	of	quantiDication	models	was	demonstrated	in	terms	of	repeatability	(intra-day	411	

variation)	and	reproducibility	(inter-day	variation).	As	can	be	seen	from	Figure	4	(A),	the	412	

precision	values	of	most	compounds	were	below	10%	using	either	of	the	three	quantiDication	413	

models,	which	indicated	desirable	robustness	of	both	the	analytical	and	the	quantitative	414	

calculation	methods.		415	

It	was	also	immediately	recognizable,	however,	that	the	precision	of	ethyl	decanoate	was	416	

notably	worse	than	that	of	other	compounds.	It	was	revealed	by	further	investigation	that	for	417	

each	day,	the	ethyl	decanoate	signal	in	the	Dirst	analyzed	sample	was	consistently	lower	than	418	

that	in	subsequent	samples.	Such	a	phenomenon	could	be	due	to	the	fact	that	the	instrument	419	

was	always	thermally	cleaned	at	80	°C	at	the	end	of	each	day,	which	was	essential	to	minimize	420	

retention	time	and	drift	time	variations	as	the	instrument	operates	under	isothermal	GC	421	

mode.11	The	cleaning	process	also	clears	the	column	from	residual	apolar	compounds	that	422	

were	unable	to	detach	from	the	column	before	the	end	of	each	run,	which,	conversely,	was	not	423	
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executed	between	samples	and	could	thus	increases	the	stationary	phase	hydrophobicity.	A	424	

close	inspection	of	the	physiochemical	properties	of	ethyl	decanoate	highlighted	that	its	log	P	425	

value	is	in	the	range	3.61-4.43,	which	infers	a	stronger	tendency	to	interact	with	the	426	

hydrophobic	phase.34	Therefore,	ethyl	decanoate	signals	were	less	pronounced	in	the	Dirst	427	

sample	of	each	day.	This	Dinding	also	showed	the	need	to	treat	the	quantiDication	results	of	428	

ethyl	decanoate	with	care	should	the	compound	be	detected	in	the	Dirst	analyzed	sample	after	429	

the	instrument	undergoes	thermal	cleaning.	430	

The	accuracy	of	quantiDication	was	expressed	in	terms	of	the	recovery	of	compounds	in	spiked	431	

samples,	as	collated	in	Figure	4	(B).	Most	compounds	were	able	to	receive	a	recovery	value	in	432	

the	range	of	60-120%	with	an	average	of	74.7%,	which	indicated	an	acceptable	level	of	433	

method	accuracy.	Ethyl	propionate	and	isoamyl	alcohol,	on	the	other	hand,	returned	434	

unsatisfactory	recovery	rates	below	60%.	Hence,	these	two	compounds	were	shown	435	

unsuitable	to	be	quantiDied	based	on	the	current	method.		436	

Additionally,	it	must	also	be	pointed	out	that	real	wine	samples	contain	non-volatile	437	

components	that	have	been	reported	to	retain	volatile	compounds	and	lower	their	presence	438	

into	the	headspace,	such	as	polyphenols	and	polysaccharides.35-36	Since	a	simulated	matrix	439	

was	used	in	the	current	study,	the	volatiles	in	the	calibration	samples	were	more	likely	to	be	440	

released	from	the	liquid	fraction	compared	to	those	in	real	wine	samples,	which	could	explain	441	

the	relatively	low	recoveries.	In	order	to	compensate	for	the	matrix	effects,	the	quantiDication	442	

results	of	volatiles	should	be	corrected	for	their	respective	recovery	values,	according	to	the	443	

recommendations	by	Thompson	et	al.,	in	that	no	single	generally	received	protocol	is	444	

available	for	aroma	analyses	and	thus	only	recovery-corrected	results	are	meaningful	for	445	

mutual	comparison	with	those	obtained	from	other	methods.37		446	

For	the	majority	of	studied	compounds,	the	three	Ditting	methods	achieved	similar	results.	447	

However,	a	considerable	discrepancy	in	the	recovery	rates	was	observed	for	isobutyl	acetate	448	
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and	isoamyl	acetate,	ethyl	isovalerate,	and	ethyl	2-methylbutyrate.	Hence,	quantiDication	449	

results	from	all	of	Boltzmann,	GAM	(D)	and	GAM	(M,D)	(if	available)	should	be	reported	450	

simultaneously,	as	no	single	method	manifested	distinctive	superiority	over	others.	Also,	451	

future	endeavors	need	to	be	devoted	to	identifying	the	long-term	applicability	of	these	Ditting	452	

methods	by	testing	them	on	further	matrices	and	conducting	additional	calibrations	for	the	453	

compounds	of	interest.		454	

3.4 Influence of varying ethanol levels 455	

One	major	difference	between	established	methods	for	aroma	analysis	such	as	headspace-456	

solid	phase	microextraction-gas	chromatography-mass	spectrometry	(HS-SPME-GC-MS)	and	457	

the	currently	proposed	method	lies	in	that	a	pre-concentration	step	is	refrained	in	SHS-GC-458	

IMS,	owing	to	the	high	sensitivity	of	the	ion	mobility	spectrometry.	This,	on	the	other	hand,	459	

highlights	the	importance	to	examine	the	effects	of	any	matrix	components	that	either	460	

enhance	or	suppress	the	partition	behavior	of	volatile	compounds.	Multiple	studies	have	461	

previously	reported	that	the	content	of	ethanol	profoundly	impacts	major	aroma	compounds	462	

in	alcoholic	beverages	in	that	a	higher	ethanol	concentration	can	likely	lower	their	partition	463	

abilities.26,	38-39	In	the	static	headspace	method,	according	to	Kolb,	the	amount	of	a	given	464	

volatile	compound	releasable	into	the	headspace	is	solely	governed	by	the	partition	465	

coefDicient	of	the	volatile,	and	the	phase	ratio	between	the	volumes	of	liquid	and	the	466	

headspace.40	In	comparison,	the	application	of	the	HS-SPME-GC-MS	method	usually	involves	467	

the	addition	of	salt,	which	enhances	the	overall	ionic	strength	in	the	sample	to	override	the	468	

original	partition	behavior	of	volatile	compounds	and	coerce	their	distribution	from	the	liquid	469	

into	the	headspace	phase.41-43	The	“salting-out”	phenomenon	therefore	renders	the	detection	470	

of	volatiles	using	such	method	less	inDluenced	by	matrix	effects.	471	

As	the	SHS-GC-IMS	method	essentially	establishes	a	relationship	between	the	instrument	472	

signal,	which	is	induced	by	the	volatile	compound	dispersed	into	the	headspace,	and	the	473	
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concentration	of	compound	in	the	liquid	sample,	signiDicant	perturbations	in	the	partitioning	474	

of	volatiles	would	hence	result	in	under-	or	over-estimation	of	their	real	concentrations,	when	475	

the	quantiDication	model	is	applied	as	is	without	corresponding	corrections.	476	

In	the	current	study,	three	extra	ethanol	levels	(7%,	9%,	15%	v/v)	to	cover	the	common	range	477	

of	ethanol	contents	in	wines	were	also	tested,	in	addition	to	the	12%	v/v	ethanol	level	in	478	

which	the	calibration	was	constructed,	in	order	to	delineate	the	effects	of	varying	ethanol	479	

levels	on	the	SHS-GC-IMS	quantiDication	results.	As	shown	in	Figure	5,	a	linear	relationship	480	

can	be	found	between	the	calculated	concentration	of	volatile	compounds	from	the	original	481	

calibration	model,	and	the	ethanol	content.	Such	linearity	holds,	as	evidenced	by	the	482	

respective	coefDicients	of	determination	(R2),	across	all	volatiles	investigated	in	this	study,	483	

although	different	compounds	demonstrate	different	extent	of	susceptibility	towards	varying	484	

ethanol	levels.	Also,	the	correction	factors	applicable	in	both	GAM	and	Boltzmann	models	do	485	

not	differ	greatly,	which	again	demonstrates	the	coherence	of	these	calibration	models.	The	486	

raw	results	prior	to	correction	invariably	indicate	an	over-estimation	of	the	actual	volatile	487	

concentrations	for	low-alcohol	wines	and	an	under-estimation	for	high-alcohol	wines,	which	488	

is	consistent	with	previous	Dindings	that	the	partition	of	volatile	compounds	is	suppressed	as	489	

the	ethanol	content	increases	in	alcoholic	beverages.26		490	

A	compendium	of	all	correction	factors	to	be	applied	to	the	calculated	concentration	of	491	

individual	aroma	compounds	with	respect	to	common	ethanol	contents	are	listed	in	Table	4.	492	

Therefore,	users	of	the	SHS-GC-IMS	are	advised	to	be	careful	with	ethanol	content	of	their	493	

samples	and	apply	these	factors	where	necessary.	494	

3.5 Compe88ve ioniza8on effects in co-elu8ng compounds 495	

One	of	the	characteristics	that	profoundly	interferes	with	the	analytical	results	of	IMS-based	496	

methods	is	the	competitive	ionization	between	compounds	of	different	ionization	energies	497	
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and	proton	afDinities.27	This	issue	has	resulted	in	the	tandem	use	of	GC	pre-fractionation	498	

before	the	IMS	detector	to	improve	the	analytical	output.44		499	

One	issue	with	competitive	ionization	was	observed	in	the	current	study	between	1-propanol	500	

and	ethyl	butyrate.	This	effect	is	seen	in	the	co-evolution	curves	between	a	Dixed	501	

concentration	of	1-propanol	and	varying	concentrations	of	ethyl	butyrate	(see	Figure	6	(A)).	502	

As	the	addition	concentration	of	ethyl	butyrate	increased	from	0	to	679.8	µg/L,	the	signal	503	

intensities	of	both	ion	species	of	1-propanol	dropped	signiDicantly	by	38.9%	and	60.6%,	504	

respectively,	although	this	concentration	of	1-propanol	was	maintained	at	16.3	mg/L	505	

throughout	the	experiment.	A	closer	inspection	of	the	raw	chromatogram	revealed	that	the	506	

peaks	for	the	two	compounds	overlap	at	a	retention	time	of	~300	s,	which	indicates	their	507	

simultaneous	presence	in	the	IMS	ionization	chamber	(see	Figure	6	(B)).	Visual	examination	508	

of	signal	peak	chromatograms	has	also	showed	clear	decline	in	1-propanol	monomer	and	509	

dimer	signal	intensities	as	the	ethyl	butyrate	peak	increased	(see	Figure	6	(C)).		510	

Such	behavior	could	be	explained	by	different	proton	afDinities	(Epa)	of	the	two	compounds.	511	

The	Epa	of	1-propanol	was	reported	as	786.5	kJ	mol-1.45	Although	no	experimental	data	is	512	

available	for	the	Epa	of	ethyl	butyrate,	it	could	be	reasonably	inferred	as	being	>	833.7–835.7	513	

kJ	mol-1,	i.e.,	higher	than	the	Epa	of	ethyl	acetate.45-46	Hence,	the	higher	proton	afDinity	of	ethyl	514	

butyrate	would	result	in	its	preferential	ionization	while	suppressing	that	of	1-propanol,	515	

when	the	two	compounds	are	simultaneously	subject	to	chemical	ionization.	However,	as	the	516	

quantitative	calibration	process	was	conducted	individually	for	each	compound,	the	517	

calibration	model	would	fail	to	correctly	account	for	such	interaction	between	ion	and	lead	to	518	

the	general	underestimation	of	1-propanol.	As	a	result,	1-propanol	quantiDication	was	not	519	

achieved	using	the	current	experimental	setup.	The	competitive	ionization	phenomenon	520	

needs	to	be	carefully	considered	and	possibly	mitigated	by	switching	to	GC	columns	with	521	
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narrower	inner	widths	in	the	scenario	of	co-elution	for	future	calibration	work	using	GC-IMS,	522	

to	ascertain	the	validity	of	calibration	models.		523	

3.6 Compara8ve analyses between SHS-GC-IMS and HS-SPME-GC-MS 524	

A	comparative	study	was	also	conducted	in	order	to	delineate	the	discrepancies	between	the	525	

proposed	SHS-GC-IMS	method	and	the	currently	available	HS-SPME-GC-MS	method	at	the	526	

University	of	Auckland.	It	should	be	noted	that	all	quantitative	results	obtained	from	HS-527	

SPME-GC-MS	method	were	also	corrected	for	recoveries.	528	

Firstly,	the	validation	metrics	for	the	HS-SPME-GC-MS	methods	were	collated	and	are	529	

presented	in	Table	5.	It	can	be	observed	that	LOD	and	LOQ	are	generally	higher	for	the	HS-530	

SPME-GC-MS	method	as	opposed	to	SHS-GC-IMS,	indicating	the	lower	sensitivity	of	HS-SPME-531	

GC-MS,	whereas	neither	method	shows	considerable	superiority	in	other	metrics.		532	

A	selection	of	Dive	Sauvignon	Blanc	white	wines	of	three	vintages	(2018,	2019,	2020)	and	two	533	

red	wines	(2020	Tempranillo	and	2019	Shiraz)	were	tested	using	both	methods	to	compare	534	

their	performances	following	the	procedures	recommended	by	Ungerer	and	Prerorius,	and	535	

Bland	and	Altman.47-49	Scatter	plots	and	linear	Dittings	were	generated	to	investigate	the	536	

correlation	and	the	systematic	bias,	if	any,	between	the	quantitative	results	obtained	using	the	537	

two	methods.	It	can	be	seen	from	the	examples	provided	in	Figure	7	(A)	and	(C)	and	the	538	

details	in	Table	6	that	most	compounds	showed	good	correlation	as	indicated	by	the	R2	(>	539	

0.87),	apart	from	ethyl	decanoate	(R2	=	0.7440)	and	ethyl	isobutyrate	(R2	=	0.7368).	The	lower	540	

correlation	for	these	two	compounds	could	be	explained	by	their	high	LOD	and	LOQ	values	of	541	

in	both	methods,	and	that	the	actual	concentrations	of	these	compounds	in	the	analyzed	wines	542	

were	very	close	to	the	quantiDication	limits.	The	systematic	biases,	on	the	other	hand,	can	be	543	

invariably	observed	for	all	compounds	as	their	slopes	of	correlation	deviate	from	1,	which	544	
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demonstrates	the	need	to	Dirstly	correct	for	such	differences	should	the	results	need	to	be	545	

directly	compared.		546	

The	Bland-Altman	plots	were	then	constructed,	which	aimed	to	show	the	inherent	differences	547	

of	the	two	methods.	Again,	two	examples	are	provided	in	Figure	7	(B)	and	(D)	and	further	548	

details	are	presented	in	Table	6.	Such	plots	calculate	the	mean	difference	between	the	549	

quantiDication	results	of	both	methods	after	the	compensation	for	systematic	bias,	as	well	as	550	

the	upper/lower	limits	of	agreement	(LOA).	The	LOA	is	calculated	as	LOA = mean ± 1.96 × T,	551	

where	T	is	the	standard	deviation	of	all	differences.	The	95%	conDidence	intervals	of	the	mean	552	

and	LOA	are	calculated	as	the	following:	553	

 95%	CI	mean = mean ± h(i, k) × ;s
+

@ 	 (16) 

 95%	CI	LOA = LOA ± h(i, k) × ;3s
+

@ 	 (17) 

In	equations	(16)	and	(17)	,	?	is	the	total	number	of	measurements	obtained	from	both	SHS-554	

GC-IMS	and	HS-SPME-GC-MS,	and	@(A, C)	is	the	student	t-statistic	of	A	degrees	of	freedom	555	

(calculated	as	? − 1)	and	conDidence	interval	of	C	(set	as	0.05).	The	dispersion	of	data	points	556	

on	the	Bland-Altman	plots	for	all	compounds,	as,	with	the	two	examples	given	in	Figure	7	(B)	557	

and	(D),	indicates	only	a	small	number	of	measurements	(maximum	3	out	of	42)	were	558	

positioned	out	of	the	LOA	boundaries,	which	explains	the	absence	of	inherent	disagreement	559	

between	the	two	methods	aside	from	the	systematic	bias.	560	

Since	neither	method	has	undertaken	proDiciency	tests	or	been	veriDied	using	reference	561	

materials,	it	is	therefore	inappropriate	to	name	either	one	as	a	“reference	method”.	This	562	

comparative	study	has	nonetheless	indicated	overall	desirable	correlations	between	the	two	563	

methods,	albeit	the	ubiquitous	systematic	biases.	When	the	systematic	bias	is	corrected,	then	564	

the	two	methods	did	not	show	considerable	inherent	differences,	as	evidenced	by	the	565	

dispersion	of	data	points	on	the	Bland-Altman	plots	and	the	limits	of	agreement.	However,	566	
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such	a	comparison	between	two	instrumental	methods	in	wine	aroma	analyses	is	rarely	567	

presented	in	literature,	still	less	the	comparison	involving	SHS-GC-IMS.	The	question	of	568	

whether	such	systematic	differences	between	two	methods	will	indeed	be	dependent	of	the	569	

desired	level	of	accuracy	that	is	dictated	by	practical	needs.	DeDinitive	conclusions	on	the	570	

accuracy	of	these	two	methods	can	only	be	drawn	when	reference	materials	are	to	be	571	

analyzed.	Nevertheless,	as	the	SHS-GC-IMS	method	offers	several	advantages	such	as	low	572	

running	cost	and	ease	of	sample	handling,	it	then	also	incentivizes	the	user	to	achieve	the	best	573	

compromise	in	costs	and	efforts	of	aroma	analyses.	574	

The	current	study	presented	an	initial	approach	to	establish	the	great	potential	of	using	GC-575	

IMS-based	systems	for	the	quantitative	analysis	of	volatile	compounds,	using	wine	as	an	576	

exemplary	matrix.	Advantages	of	this	method	include	superior	stability	and	the	ease	of	577	

sample	preparation	and	instrument	maintenance.	A	few	hurdles	such	as	the	inevitable	non-578	

linearity	and	occurrence	of	multiple	ion	species	were	tackled	using	non-linear	the	Boltzmann	579	

Ditting	function	and	non-parametric	generalized	additive	model	(GAM).	Metrics	including	the	580	

goodness-of-Dit,	limit	of	detection,	limit	of	quantiDication,	repeatability,	reproducibility,	and	581	

recovery	were	carefully	evaluated.	All	of	the	Ditting	methods	were	able	to	return	desirable	582	

outcomes,	while	no	single	method	demonstrated	apparent	superiority	over	others.	The	583	

comparison	between	the	SHS-GC-IMS	method	and	a	currently	established	HS-SPME-GC-MS	584	

method	indicated	desirable	correlation	and	coherent	method	precisions	in	analyzing	real	585	

wine	samples.	Additionally,	problems	such	as	the	effects	of	varying	ethanol	contents	in	wine	586	

and	the	competitive	ionization	need	to	be	promptly	identiDied	and	mitigated	to	ensure	587	

accurate	analytical	results.		588	

The	quantitative	capability	of	GC-IMS	shows	that	it	can	be	employed	in	addition	to	its	most	589	

common	use	as	a	simple	screening	method.	This	approach	offers	an	alternative	to	expensive	590	

counterparts	such	as	GC-MS,	should	the	absolute	concentration	of	compounds	be	needed.	In	591	
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commercial	winery	laboratories,	for	instance,	the	instrument	with	the	developed	quantitative	592	

method	could	be	integrated	into	the	existing	routine	quality	control	workDlow	to	provide	593	

valuable	extra	information.	Future	improvement	of	GC-IMS	quantiDication	could	involve	594	

validation	of	the	optimal	Ditting	method	and	the	optimization	of	the	elution	program	to	avoid	595	

co-elution	of	compounds	to	further	expand	the	efDicacy	of	GC-IMS-based	quantiDication.	596	
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Table 1. Summary of recent research publica8ons on applying GC-IMS in quan8ta8ve analyses of 

vola8le compounds. 

Matrix of 

interest 
Quan/fica/on method 

Figures of merit  

(e.g., LOD, LOQ, recovery) 

Number of 

quan/fied 

compounds 

Use of internal 

standard  
Ref. 

yeast extract rela/ve semi-quan/fica/on 

adjusted against internal 

standard concentra/on 

none reported 52 yes 50 

white bread dilu/on series of external 

standards without matrix and 

fiMed to Boltzmann and linear 

func/ons  

goodness-of-fit; linear 

range 

44 not reported 15 

heat- and acid-

modified bovine 

dairy mix 

dilu/on series of external 

standards in the original matrix 

and fiMed to linear func/on 

LOD; LOQ; recovery; 

precision 

11 not reported 16 

red wine (made 

from Vi#s 
amurensis) 

rela/ve semi-quan/fica/on 

adjusted against internal 

standard concentra/on 

none reported 46 yes 51 

sunflower oil dilu/on series of external 

standards in the original matrix  

data processed with spectrum 

unfolding coupled with 

mul/variate regression 

methods: MCR-ALS and (k-) 

PLSR 

standard error of 

predic/on (SEP); rela/ve 

percentage error of 

predic/on (RE) 

2 not reported 21 

pathogenic fungi dilu/on series of nebulized mix 

of external standards without 

matrix and fiMed to linear 

func/on 

LOD; LOQ; linear dynamic 

range; precision 

14 not reported 52 

olive oil dilu/on series of the external 

standard (ethanol) in 

simulated matrix and fiMed to 

linear and logarithmic 

func/ons 

LOD; LOQ; precision 1 not reported 14 

Natural and 

ar/ficial fabrics 

dilu/on series of external 

standards in simulated matrix 

and fiMed to linear and 

polynomial func/ons 

LOD; LOQ; goodness-of-fit; 

linear dynamic range 

30  30 

electronic 

cigareMe liquid 

dilu/on series of external 

standards in methanol/water 

LOD; LOQ; calibra/on 

range; goodness-of-fit 

8 not reported 17 
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matrix and fiMed to linear and 

polynomial func/ons 

746	



 

Table 2. RMSE and systema3c bias figures of GAM, Boltzmann func3on fiAng and linear fiAng on the calibra3on points of the vola3le compounds 

calibrated in simulated wine matrix. Units for the reported figures are µg/L unless otherwise specified. 

Compound 
Calibra.on 

range 

GAM (M,D) a GAM (D) b Boltzmann func.on Linear func.on 

RMSE Bias RMSE Bias RMSE Bias RMSE Bias 

Methyl acetate 0 – 687.8  — — 10.8 i.f.t.m. c 12.2 0.5 62.4 i.f.t.m. 

Propyl acetate 0 – 694.4 10.3 i.f.t.m. 10.6 i.f.t.m. 11.7 0.2 169.7 154.0 

Isobutyl acetate 0 – 712.8 5.0 i.f.t.m. 5.3 i.f.t.m. 7.4 0.3 101.1 i.f.t.m. 

Isoamyl acetate 0 – 6732.0 — — 59.7 i.f.t.m. 167.8 12.9 1062.1 i.f.t.m. 

Amyl acetate 0 – 807.8 — — 16.9 i.f.t.m. 30.3 1.7 93.1 0 

Hexyl acetate 0 – 1544.4 — — 17.5 i.f.t.m. 43.8 4.6 184.0 i.f.t.m. 

Ethyl isobutyrate 0 – 533.9 — — 17.0 i.f.t.m. 19.9 12.1 88.1 i.f.t.m. 

Ethyl isovalerate 0 – 618.1 — — 3.2 i.f.t.m. 9.63 0.9 79.5 i.f.t.m. 

Ethyl 2-methylbutyrate 0 – 620.4 — — 3.3 i.f.t.m. 11.2 1.4 90.8 0 

Ethyl propionate 0 – 495.0 15.3 i.f.t.m. 15.0 i.f.t.m. 19.5 0.61 64.7 i.f.t.m. 

Ethyl butyrate 0 – 1029.6 — — 14.6 i.f.t.m. 19.7 0.2 159.6 i.f.t.m. 

Ethyl hexanoate 0 – 2398.0 — — 31.6 i.f.t.m. 183.0 23.9 385.0 i.f.t.m. 
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Ethyl octanoate 0 – 3009.6 45.0 i.f.t.m. 44.5 i.f.t.m. 51.1 1.33 140.1 i.f.t.m. 

Ethyl decanoate 0 – 1039.5 — — 19.3 i.f.t.m. 18.9 0.4 19.3 i.f.t.m. 

Isobutanol c 0 – 167.8 0.8 i.f.t.m. 0.9 i.f.t.m. 3.7 0.6 25.4 i.f.t.m. 

1-Butanol c 0 – 62.0 GAM defied monotonicity 5.0 0.3 12.9 i.f.t.m. 

Isoamyl alcohol c 0 – 329.7 1.2 i.f.t.m. 2.6 i.f.t.m. 26.5 4.6 64.6 0 

1-Hexanol 0 – 3626.8 16.1 i.f.t.m. 31.0 i.f.t.m. 80.7 1.0 80.0 i.f.t.m. 

a) The GAM method using both monomer and dimer signals; 

b) The GAM method using the dimer signal only; 

c) i.f.t.m represents infinitesimally small, i.e., below 1×10-5; 

d) Units for the metrics related to these compounds are mg/L. 

	



 

Table 3. LOD and LOQ figures of GAM and Boltzmann func>on fi?ng on the calibra>on points of 

the vola>le compounds calibrated in simulated wine matrix. Units for the reported figures are 

µg/L unless otherwise specified. 

Compound 

Calibra.on 

range 

GAM (M,D) a GAM (D) b Boltzmann func.on 

LOD LOQ LOD LOQ LOD LOQ 

Methyl acetate 0 – 687.8  — — 13.3 37.9 13.9 22.8 

Propyl acetate 0 – 694.4 3.4 8.3 3.3 10.9 6.5 10.6 

Isobutyl acetate 0 – 712.8 3.3 10.0 0.04 0.3 4.7 9.6 

Isoamyl acetate 0 – 6732.0 — — 1.6 2.4 26.1 70.2 

Amyl acetate 0 – 807.8 — — 2.1 3.6 12.0 17.3 

Hexyl acetate 0 – 1544.4 — — 6.9 18.8 40.2 64.6 

Ethyl isobutyrate 0 – 533.9 — — 0.4 1.1 15.8 58.5 

Ethyl isovalerate 0 – 618.1 — — 0.3 1.1 5.7 10.1 

Ethyl 2-methylbutyrate 0 – 620.4 — — 0.07	 0.4 4.7 8.5 

Ethyl propionate 0 – 495.0 4.1 13.3 0.7 0.6 22.4 62.7 

Ethyl butyrate 0 – 1029.6 — — 0.4 1.3 2.5 5.4 

Ethyl hexanoate 0 – 2398.0 — — 5.6 14.9 36.2 65.5 

Ethyl octanoate 0 – 3009.6 29.8 82.6 58.7 148.8 188.0 276.4 

Ethyl decanoate 0 – 1039.5 — — 34.0 75.0 82.6 119.1 

Isobutanol c 0 – 167.8 0.1 0.5 0.1 0.3 1.1 2.5 

1-Butanol c 0 – 62.0 — — — — 0.3 0.4 

Isoamyl alcohol c 0 – 329.7 1.5 4.27 0.20 0.59 1.2 2.9 

1-Hexanol 0 – 3626.8 40.1 120.0 118.4 300.3 173.7 229.6 

a) The GAM method using both monomer and dimer signals; 

b) The GAM method using the dimer signal only; 



40 | Page 

c) Units for the metrics related to these compounds are mg/L. 
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Table 4. Correc>on factors to be applied to quan>fica>on results when wines of different 

ethanol levels are analyzed. 

Compound 

Calibra.on 

method a 

Correc.on factor with respect to EtOH content 
Equa.on of 

regression 

R2 

7% 9% 12% 15% 

Methyl acetate Boltzmann 0.637 0.745 1.000 1.519 y = -13.56 x + 287.7 0.9848 

 GAM (D) 0.625 0.735 1.000 1.563 y = -13.80 x + 280.7 0.9942 

Propyl acetate Boltzmann 0.587 0.703 1.000 1.733 y = -5.86 x + 111.9 0.9169 

 GAM (M,D) 0.599 0.713 1.000 1.673 y = -5.73 x + 111.5 0.9007 

 GAM (D) 0.589 0.705 1.000 1.721 y = -5.80 x + 111.2 0.9232 

Isobutyl acetate Boltzmann 0.810 0.876 1.000 1.164 y = -4.45 x + 148.0 0.9619 

 GAM (M,D) 0.779 0.854 1.000 1.205 y = -4.25 x + 125.9 0.9077 

 GAM (D) 0.792 0.864 1.000 1.187 y = -4.74 x + 146.9 0.9609 

Isoamyl acetate Boltzmann 0.829 0.890 1.000 1.142 y = -54.27 x + 1964 0.9469 

 GAM (D) 0.849 0.904 1.000 1.120 y = -50.96 x + 2043 0.9387 

Amyl acetate Boltzmann 0.768 0.846 1.000 1.222 y = -1.31 x + 37.37 0.9323 

 GAM (D) 0.751 0.834 1.000 1.248 y = -1.43 x + 38.73 0.9322 

Hexyl acetate Boltzmann 0.814 0.879 1.000 1.159 y = -24.07 x + 814.6 0.9202 

 GAM (D) 0.806 0.874 1.000 1.169 y = -26.27 x + 859.6 0.9638 

Ethyl butyrate Boltzmann 0.836 0.895 1.000 1.133 y = -14.30 x + 536.8 0.9804 

 GAM (D) 0.783 0.858 1.000 1.199 y = -19.76 x + 594.3 0.9830 

Ethyl hexanoate Boltzmann 0.803 0.872 1.000 1.172 y = -35.48 x + 1150 0.9432 

 GAM (D) 0.786 0.860 1.000 1.195 y = -43.11 x + 1309 0.9445 

Ethyl octanoate Boltzmann 0.798 0.868 1.000 1.179 y = -102.7 x + 3261 0.9866 

 GAM (M,D) 0.789 0.862 1.000 1.191 y = -109.8 x + 3370 0.9813 
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 GAM (D) 0.787 0.860 1.000 1.194 y = -110.7 x + 3375 0.9807 

Ethyl decanoate Boltzmann 0.837 0.896 1.000 1.132 y = -29.46 x + 1111 0.9724 

 GAM (M) 0.831 0.892 1.000 1.139 y = -31.00 x + 1135 0.9764 

Ethyl isobutyrate Boltzmann 0.670 0.772 1.000 1.419 y = -23.95 x + 530.6 0.9603 

 GAM (D) 0.674 0.775 1.000 1.408 y = -22.41 x + 500.8 0.9719 

Ethyl isovalerate Boltzmann 0.822 0.885 1.000 1.150 y = -2.21 x + 77.42 0.9488 

 GAM (D) 0.832 0.892 1.000 1.138 y = -1.88 x + 69.05 0.9531 

Ethyl 2-methylbutyrate Boltzmann 0.824 0.886 1.000 1.147 y = -2.31 x + 81.68 0.9602 

 GAM (D) 0.828 0.889 1.000 1.143 y = -2.04 x + 73.60 0.9635 

Isobutanol c Boltzmann 0.732 0.820 1.000 1.281 y = -0.592 x + 15.22 0.9699 

 GAM (M,D) 0.795 0.866 1.000 1.182 y = -0.430 x + 13.51 0.9233 

 GAM (D) 0.705 0.799 1.000 1.336 y = -0.553 x + 13.26 0.9529 

1-Butanol c Boltzmann 0.694 0.791 1.000 1.360 y = -0.287 x + 6.695 0.9843 

1-Hexanol Boltzmann 0.731 0.819 1.000 1.284 y = -43.89 x + 1121 0.9048 

 GAM (M,D) 0.732 0.820 1.000 1.282 y = -47.62 x + 1222 0.9541 

 GAM (D) 0.771 0.849 1.000 1.216 y = -39.08 x + 1128 0.9697 

a) GAM (M,D) indicates the GAM method using both monomers and dimer. GAM (D) indicates the GAM method using dimers 

only. 
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Table 5. Method valida>on parameters of the HS-SPME-GC-MS method. Units for the calibra>on 

range, LOD, LOQ are µg/L unless otherwise indicated. For replicated trials, the standard error is 

displayed in the parentheses following the average value. 

Compound 

Calibra.on 

range 

LOD LOQ 

Repeatability 

(n=5) 

Reproducibility 

(n=20) 

Recovery 

(n=12) 

Isobutyl acetate 0 – 603.8 61.8 92.6 4.2% (1.0%) 5.8% 80.3% (3.4%) 

Isoamyl acetate 0 – 6240.0 356.3 534.5 4.0% (0.6%) 7.3% 75.0% (1.2%) 

Hexyl acetate 0 – 1627.7 118.0 177.1 5.1% (1.2%) 7.6% 67.9% (0.7%) 

Ethyl butyrate 0 – 822.1 308.6 462.9 3.6% (0.4%) 6.7% 103.1% (1.2%) 

Ethyl hexanoate 0 – 1540.3 74.0 111.0 4.5% (0.9%) 6.5% 40.2% (3.7%) 

Ethyl octanoate 0 – 2133.7 294.4 441.6 3.6% (0.7%) 6.0% 61.9% (4.6%) 

Ethyl decanoate 0 – 466.4 245.2 367.9 8.0% (2.5%) 11.2% 35.3% (4.4%) 

Ethyl isobutyrate 0 – 345.3 82.9 124.4 6.0% (1.9%) 9.4% 72.2% (5.1%) 

Ethyl isovalerate 0 – 66.0 5.6 8.4 3.2% (0.6%) 5.4% 20.5% (1.5%) 

Ethyl 2-methylbutyrate 0 – 33.7 1.9 2.8 4.1% (0.8%) 6.5% 101.8% (0.6%) 

Isobutanol c 0 – 155.8 24.0 36.0 6.3% (1.2%) 7.3% 101.8% (1.2%) 

1-Butanol c 0 – 17.5 2.9 4.3 5.8% (1.0%) 7.8% 70.8% (1.0%) 
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Table 6. The compendium of comparison parameters between SHS-GC-IMS and HS-SPME-GC-MS 

methods in the analysis of wine vola>le compounds, including systema>c bias and the method-

inherent disagreement. 

Compound 

Calibra.on 

method a 

Systema.c bias Method-inherent disagreement 

R2 Slope 

Inter- 

cept 

Mean 

Difference b 

Limits of 

disagreement b 

Measurements 

beyond LOA c 

Isobutyl acetate Boltzmann 0.9108 1.26 -7.51 0.004 ± 0.71 4.3 ± 1.2 2 

 GAM (D) 0.9142 2.17 -11.18 0.003 ± 0.70 4.2 ± 1.2 1 

Isoamyl acetate Boltzmann 0.9747 0.66 219.9 -0.139 ± 29.85 187.9 ± 51.7 3 

 GAM (D) 0.9618 0.56 11.80 0.08 ± 36.90 232.3 ± 63.9 1 

Hexyl acetate Boltzmann 0.9912 0.97 24.82 0.013 ± 4.60 24.4 ± 8.0 1 

 GAM (D) 0.9840 0.77 44.32 0.016 ± 6.22 33.1 ± 10.8 2 

Ethyl butyrate Boltzmann 0.9492 0.75 12.34 -0.004 ± 10.43 65.7 ± 18.1 0 

 GAM (D) 0.9632 0.76 8.07 0.011 ± 8.81 55.5 ± 15.3 3 

Ethyl hexanoate Boltzmann 0.9736 0.97 81.32 -0.019 ± 23.71 149.3 ± 41.1 3 

 GAM (D) 0.9728 1.37 -121.3 -0.022 ± 24.11 151.8 ± 41.8 1 

Ethyl octanoate Boltzmann 0.9838 1.05 59.74 0.014 ± 39.60 249.2 ± 68.6 2 

 GAM (M) 0.9837 1.02 35.20 0.348 ± 39.74 250.2 ± 68.8 2 

 GAM (D) 0.9831 1.00 55.21 0.083 ± 40.47 254.7 ± 70.1 2 

Ethyl decanoate Boltzmann 0.7368 1.75 260.80 -0.017 ± 29.48 156.8 ± 51.1 1 

 GAM (M) 0.7381 1.78 245.00 -0.013 ± 29.38 156.3 ± 50.9 1 

Ethyl isobutyrate Boltzmann 0.7765 0.51 35.36 0.019 ± 15.95 87.6 ± 27.6 0 

 GAM (D) 0.7440 0.37 46.05 0.024 ± 17.44 95.8 ± 30.2 0 

Ethyl isovalerate Boltzmann 0.9695 0.83 2.04 -0.003 ± 0.76 4.8 ± 1.3 3 
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 GAM (D) 0.9739 0.85 7.78 0 ± 0.70 4.4 ± 1.2 0 

Ethyl 2-methylbutyrate Boltzmann 0.9793 0.77 1.78 0.002 ± 0.58 3.6 ± 1.0 0 

 GAM (D) 0.9758 0.77 6.33 -0.001 ± 0.62 3.9 ± 1.1 0 

Isobutanol d Boltzmann 0.8934 0.73 11.62 -0.005 ± 1.26 7.9 ± 2.2 0 

 GAM (M) 0.8729 0.69 7.76 0.001 ± 1.39 8.8 ± 2.4 0 

 GAM (D) 0.8934 0.72 6.64 0.001 ± 1.26 7.9 ± 2.2 0 

1-Butanol d Boltzmann 0.9221 0.90 0.34 0 ± 0.04 0.3 ± 0.07 0 

a) GAM (M,D) indicates the GAM method using both monomers and dimer. GAM (D) indicates the GAM method using dimers 

only. 

b) Values are expressed as average ± 95% confidence interval 

c) LOA stands for the limit of agreement. 

d) The units for mean difference and the limits of agreement related to these compounds are mg/L. 
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Figure 1. A schema>c signal-concentra>on rela>onship curve of the monomer and dimer ions of 

a given compound in IMS detectors.21 Reprinted from Chemometrics and Intelligent Laboratory 

Systems, 205, Rebecca Brendel, Sebas>an Schwolow, Sascha Rohn, Philipp Weller, Comparison 

of PLSR, MCR-ALS and Kernel-PLSR for the quan>fica>on of allergenic fragrance compounds in 

complex cosme>c products based on nonlinear 2D GC-IMS data, 104128, Copyright (2020), with 

permission from Elsevier. 
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Figure 2. (A) and (B): Control charts of the first and the second batches of internal standard. 

Upper/lower control limit = mean value ± 3 × standard devia>on. Upper/lower warning limit = 

mean value ± 2 × standard devia>on. (C) and (D): Changes in the signal intensity of peaks of eight 

representa>ve compounds in real wine samples ager incuba>on for 2-20 minutes. Points with 

the different leher nota>ons for each compound indicate sta>s>cally significant differences in 

signal intensi>es (Tukey’s HSD, α=0.05). 
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Figure 3. (A): Scaher plot of the calibra>on data points obtained for ethyl hexanoate in 

simulated wine matrix using SHS-GC-IMS. The insert shows the region where linearity is s>ll 

maintained. (B): Fi?ng of Boltzmann func>on to the ethyl hexanoate calibra>on points with the 

fihed equa>on. In this equa>on, y represents the signal intensity (a.u.) and x represents the 

actual concentra>on (µg/L). (C): Fi?ng of GAM using b-spline func>ons to the ethyl hexanoate 

calibra>on points. (D): Fi?ng accuracy of three different methods: Boltzmann func>on, 

generalized addi>ve model (GAM), and linear func>on (GAM (D) indicates dimer only used for 

GAM). The grey line represents the ideal model, from which increased departure intui>vely 

indicates less reliable fi?ng. The goodness-of-fit is compared across different methods using 

root mean squared error of calibra>on (RMSE) as a unified metric. 
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Figure 4. (A): Precision study results of the SHS-GC-IMS method with three different 

quan>fica>on models using real wine samples. (B): Accuracy study results of the SHS-GC-IMS 

method with three different quan>fica>on models using real wine samples. GAM (M,D) 

represents the use of both 
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Figure 5. The ethanol content (x) vs calculated concentra>on of vola>les (y) rela>onship plot 

using ethyl octanoate as an example. 
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Figure 6. (A): The co-evolu>on curve between 1-propanol with fixed concentra>on of 16.3 mg/L 

and ethyl butyrate at 0 to 679.8 µg/L in simulated wine matrix. (B): The rela>ve posi>ons of 1-

propanol peaks (both monomer M and dimer D) and ethyl butyrate peak. (C): Selected 

chromatogram snippets of 1-propanol monomer (A1, A2, A3), 1-propanol dimer (B1, B2, B3) and 

ethyl butyrate (C1, C2, C3). At level 1 (A1, B1, C1), ethyl butyrate concentra>on = 0 µg/L. At level 

2 (A2, B2, C2), ethyl butyrate concentra>on = 51.0 µg/L. At level 3 (A3, B3, C3), ethyl butyrate 

concentra>on = 407.9 µg/L. For all chromatograms in (B) and (C), the x axis represents the drig 

>me (RIP rela>ve) and the y axis represents the reten>on >me (s). 
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Figure 7. Correla>on scaher plots between the HS-SPME-GC-MS quan>fica>on results (x) and 

the SHS-GC-IMS quan>fica>on results (y), as well as the corresponding Bland-Altman plots ager 

the correc>on for systema>c biases, exemplified using ethyl octanoate (A and B) and isoamyl 

acetate (C and D). For the scaher plot, the linear fihed lines are shown in red (95% confidence 

interval in red shade) while the ideal correla>on lines (i.e., y = x) are shown as grey dashed lines. 

For Bland-Altman plots, the average values of the limits of agreement and the mean difference 

are shown as red and green solid lines, respec>vely, whereas the shaded regions indicate their 

respec>ve 95% confidence intervals. 
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