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ABSTRACT 

 

The scientific method involves validating computational theories and methods against 

experimental results. However, the comparison between theory and experiments is not always 

straightforward; in UV-visible spectroscopy, experiments provide a plot of wavelength-dependent 

molar extinction/attenuation coefficients (ε) while computations typically provide single-valued 

excitation energies and oscillator strengths (ƒ) for each band. ε and ƒ are related, but this relation 

is complicated by various broadening and solvation effects. We describe a protocol to fit and 

integrate experimental UV-visible spectra to obtain ƒexp values for absorption bands and to estimate 

the uncertainty in the fitting. We apply this protocol to derive 164 ƒexp values from 100 organic 

molecules ranging in size from 6-34 atoms. The corresponding computed oscillator strengths 

(ƒcomp) are obtained with time-dependent density functional theory and a polarizable continuum 

solvent model. By expressing experimental and computed absorption strengths using a common 

quantity, we directly compare ƒcomp and ƒexp. While ƒcomp and ƒexp are well correlated (linear 

regression R2=0. 914), ƒcomp in most cases significantly overestimates ƒexp (regression slope=1.31). 

The agreement between absolute ƒcomp and ƒexp values is substantially improved by accounting for 

a solvent refractive index factor, as suggested in some derivations in the literature. The 100 

digitized UV-visible spectra are included as plain text files in the supporting information to aid in 

benchmarking computational or machine-learning approaches that aim to simulate realistic UV-

visible absorption spectra. 
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INTRODUCTION 

 

In UV-visible spectroscopy, the absorbance of near-ultraviolet and/or visible light depends on 

the light frequency and on the electronic structure of the sample. It also depends on the 

concentration of the sample and the path length of the light, as expressed in the Beer-Lambert 

law:1-3 

A(ν) = ε(ν) l c       (1) 

In Equation (1), A(ν) is the absorbance of the sample at frequency ν, l is the optical path length, 

c is the concentration of the sample, and ε(ν) is the molar attenuation coefficient at frequency ν 

(also often called molar extinction coefficient, or molar absorptivity). A plot of ε(ν) vs. ν (or 

wavelength λ or wavenumber ṽ) gives the UV-visible absorption spectrum. To summarize the 

information contained in UV-visible spectra, spectroscopists often characterize absorption bands 

by reporting the wavelength of maximal absorption (λmax) and the molar attenuation coefficient at 

maximal absorption (εmax). 

Excited-state quantum chemical methods have reached an evident level of maturity in 

predicting λmax. The effort to improve these predictions continues, but hundreds of studies indicate 

that it is possible to predict λmax to a fraction of an eV.4 For instance, an extensive benchmark of 

time-dependent density functional theory (TD-DFT) vertical excitation energies indicates typical 

errors of ~0.15-0.25 eV for π→π* transitions in organic dyes.5 These errors can be reduced to 

chemical accuracy (<0.043 eV) by going beyond the vertical approximation and using high-level 

excited-state ab initio methods.5-8 

In comparison, we have a limited understanding of how well quantum chemical calculations 

can predict absorption strengths. This is not due to a lack of interest; predicting strengths is 

arguably as essential as predicting energies, with important applications in the design of dyes and 

in the identification and quantification of analytes, for instance.9-13 However, comparing computed 

and experimental absorption strengths is not straightforward. In computations, transition strengths 

are often represented by a single value (typically, an oscillator strength or a transition dipole 

moment). In experiments, ε(ν) depends on the absorption wavenumber and is not single-valued, 

while εmax is affected by broadening and solvent effects that modulate the width, and therefore also 

the height, of the absorption bands. This includes intrinsic broadening effects like lifetime 

broadening, Doppler broadening, and vibrational and rotational effects, as well as extrinsic factors 
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like pressure and solvent broadening (see Fig. 1).14, 15 Therefore, the often-reported experimental 

εmax is not an ideal representation of absorption strength. 

 

 

  
Figure 1: Line broadening in absorption spectra. Top panels show schematic UV-visible absorption spectra, 
while the bottom diagrams illustrate the corresponding transitions. In gas-phase atoms (left), where broadening 
is caused by lifetime, Doppler, and pressure effects, absorption lines typically appear sharp. Molecular spectra 
(center) are additionally broadened by vibrational and rotational energy levels, but the vibronic peaks may still 
be resolved, particularly in rigid gas-phase systems. In conformationally flexible or condensed-phase systems 
(right) each transition in the absorption spectrum appears as a broad band. In all cases, the total probability of 
the transition occurring is related to the area under the band for that transition (represented using f1 and f2 for 
each band). 
 

A more representative way to describe the absorption strength for a transition is the total area 

under the corresponding band (Fig. 1). It is possible to derive a single-valued experimental 

oscillator strength (fexp) from the UV-visible spectrum by integrating ε(v") over the range of 

wavenumbers, v", for a given band:16 

ƒexp =!"
!#$	(!")(")#

*$+,#
∫ 	ε(v")dv" = (4.32 × 10-.	M	cm/)	∫ 	ε(v")dv"  (2) 

In equation (2), me is the mass of the electron, c the speed of light in vacuum, NA is Avogadro’s 

constant, and e is the elementary charge. The numerical value in the second equality can be used 
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when ε(𝑣") and v" are in units of M-1cm-1 and cm-1, respectively.  The limits of integration should 

go over the range of wavenumbers for the band of interest. This is trivial for well-defined and 

separated bands like those shown in Fig. 1, but for overlapping bands where multiple transitions 

contribute to absorbance at a common wavenumber, equation (2) cannot distinguish between 

different bands. This is discussed further in the Methodology section. 

The oscillator strength can also be derived from quantum mechanically computed transition 

dipole moments:17 

𝑓)012 =
341"5
6ℏ

	 |〈ψ8|𝒓|ψ9〉|/   (3) 

In equation (3), ν is the frequency for the transition, ħ is the reduced Planck constant, and 

⟨ψI|r|ψF⟩	is	the	transition	dipole	moment	connecting	the	initial	(ψI)	and	final	(ψF)	electronic	

state	 wave	 functions.	 When	 multiple	 transitions	 contribute	 to	 a	 band	 in	 a	 UV-visible	

spectrum,	it	is	possible	to	sum	equation	(3)	for	several	final	state	transitions.	

Equations (2) and (3) give experimental and computed oscillator strengths, respectively, in a 

common quantity that is directly comparable. However, very few experimental studies report 

oscillator strengths, while even fewer report the protocol used to derive fexp from the UV-visible 

absorption spectrum. Therefore, most quantum chemical oscillator strength studies employ high-

level ab initio methods as the reference, rather than using an experimental reference.4 There is still 

limited understanding of how computed oscillator strength calculations compare to experimental 

ones. 

Compounding the difficulty in comparing computations and experiments is that equations (2) 

and (3) were derived for systems in vacuo and may not be exact for molecules in solution. 

Specifically, accounting for the refractive index of the solvent (n) appears to be necessary in one 

or in both equations. How to do that appears to be a topic of debate starting from the 1930s18 that 

is still unresolved, as far as we know. For instance, reports in the literature often use equation (2) 

as-is,19-22 while others have multiplied equation (2) by factors of n−2,23, 24 n−1,25, 26 n,27-29 or some 

more complex function n.30-34 In this manuscript, we initially use equation (2) as-is. We also 

assume that calculations using a polarizable continuum model (PCM) already account for the terms 

necessary to account for the solvent effect on oscillator strength (see Methodology). We then 

discuss the effect of the refractive index after presenting the results.   

In a 2013 review on TD-DFT benchmarks, Laurent and Jacquemin cited several studies that 

included oscillator strength benchmarks up to that time.4 A majority of these studies focused on a 
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few molecules, and compared computed oscillator strengths with other theoretical results, or a mix 

of theory and experiments. Several benchmark studies since then have focused on comparing TD-

DFT calculations with high-level ab-initio calculations for small molecules.35, 36 The most 

extensive validation against experiments, to our knowledge, was published by Jacquemin et al.37 

for a series of thirty related anthraquinones.38 

We collected and digitized one-hundred solution-phase UV/visible spectra of organic 

molecules ranging in size from 6-34 atoms. The benchmark set includes molecular cations and 

anions, and occasionally include thio-compounds and heavy atom substituents (up to bromine). 

The benchmark set is named OS100. We note that there is no relation to the GW100 benchmark 

of ionization potentials and electron affinities,39 only that both sets of benchmarks include 100 

molecules. The 100 UV-visible spectra were all obtained from a common source, the UV Atlas of 

organic compounds.40 The UV Atlas is one of the resources used by the NIST online database, and 

reports experimental details including the solvent, concentration at which the spectra were taken, 

and spectral resolution for the all the measurements. 164 fexp values were derived from well-defined 

bands appearing in these spectra. The main purpose of this work is to introduce the benchmark set 

and describe the fitting and scoring system. While extensive benchmarking of quantum chemical 

methods is left to future work, here we employ TD-DFT calculations with a popular functional, 

B3LYP, to provide a preliminary comparison of fexp and fcomp. The results are well-correlated 

(linear regression R2=0.914), although TD-B3LYP computations appear to systematically 

overestimate the oscillator strength (regression slope=1.31). This large discrepancy could be 

explained by a refractive index factor missing in equations (2) and/or (3). 
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METHODOLOGY 

 

 
 
Figure 2: A schematic figure of the protocol used to derive oscillator strengths from experimental UV/vis 
spectra. See text for details. 
 

The protocol to digitize UV-visible spectra and obtain fexp is schematically shown in Fig. 2. 

The UV-visible spectra were digitized (panel B) and numerically integrated using the midpoint 

method (panel C) to obtain the areas under each band. The limits of the numerical integration were 

set as the minima in ε at the low and high energy range of each band when a band can be distinctly 

identified. Bands with an oscillator strength below 0.01 were not considered. From here on, we 

refer to values of fexp obtained by numerical integration as fexp,n. In cases of incomplete or 

overlapping bands (like the example in Fig. 2), numerical integration does not correctly treat 

overlap region; it accounts for spillover from nearby bands and/or misses part of the band that is 

outside of the numerical integration window. This error is in addition to numerical errors 
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associated with finite-width midpoint rule integration. However, in case of well-separated bands 

(like those in Fig. 1), fexp,n is expected to be a good approximation for fexp. In cases of strongly 

overlapping bands, the bands were included in a single integration and assigned one oscillator 

strength value, which can be compared to the sum of their computed oscillator strengths. 

Next, we performed a deconvolution of the UV-visible spectrum using a minimal number of 

Gaussian functions (panel D). Gaussian functions were used since major contributions to room-

temperature broadening in the condensed phase have Gaussian profiles. While a Voigt function 

would also be suitable, neither a single Voigt function nor a single Gaussian function could 

accurately fit the absorption bands, and a more complex function was needed for quantitative 

fitting. Therefore, initially, the spectra were fit using only a minimal number of Gaussian curves 

to describe overlap regions between bands (see panels D, E1, and E2). Then, for each band, the 

area under the curve was fit using an increasing number of Gaussian curves while freezing the fits 

for the nearby overlapping bands, until convergence (panels F1 and F2). Convergence was 

monitored using the normalized root-mean-square deviation (%nRMSD, defined in Sources of 

Error). In most cases, %nRMSD was kept below 0.5%. In difficult to converge cases, a system 

was considered converged when %nRMSD does not change upon adding Gaussian curves. Bands 

that did not converge were discarded from the benchmark set (i.e., are not included among the 164 

transitions). The area under the curve was obtained by analytical integration of the Gaussian 

functions included in fitting that band, excluding the spillover from nearby bands represented in 

red in Fig. 2. Oscillator strengths derived in this way are labelled fexp,g. 

Steps B-F were repeated a second time for the same molecule, by a different person, using a 

different resolution for the digitization. This ensured reproducibility and provided an estimate of 

errors introduced during each of the digitization, numerical integration, and fitting processes. 

Ultimately, two sets of fexp,n and fexp,g values for each molecule were produced, labeled fexp,n1, fexp,n2, 

fexp,g1, and fexp,g2. By convention, the higher resolution data are labeled fexp,n1 and fexp,g1 while the 

lower resolution data are labeled fexp,n2 and fexp,g2. The fexp,n and fexp,g data reported in this work are 

the averages of the two trials. Using these values, the quality of the integration was scored by 

checking for convergence, for consistency between fexp,n and fexp,g, and for consistency between the 

repeats carried out independently by two different individuals (see Sources of Error). Each band 

fit was then assigned a score indicating confidence in the integration process (panel G). This 

process was repeated for the 100 molecules. 
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Quantum chemical geometry optimizations were carried out at the density functional theory 

(DFT) level of theory using the B3LYP functional41, 42 and 6-31+G* basis set for all molecules. 

Frequency calculations were carried out at the same level of theory to ensure that exclusively 

positive frequencies are obtained for all molecules. TD-DFT calculations were carried out using 

the same functional and basis set. Preliminary calculations were performed in the gas phase by two 

different individuals, to check for consistency. Differences between the two trials could be 

reconciled by checking for differences in the structures. A final set of calculations were then 

performed using the integral equation formalism of PCM (IEF-PCM).43 The TD-DFT calculations 

with PCM employ a non-equilibrium linear response formalism to account for the effect of 

solvation on the excitations.44 The fcomp values reported in this work are the ones accounting for 

the solvent effect on excitation. 

WebPlotDigitizer was used to digitize the UV-visible spectra45 and Excel’s Solver plugin was 

used to fit the spectra using the nonlinear generalized reduced gradient algorithm.46 Regression 

and confidence interval analyses were carried out in Mathematica.47 The two sets of computations 

were carried out using the random phase approximation formulation of TD-DFT48 in Q-Chem49 

and using the default TD-DFT formulation in Gaussian 16,50 respectively. The calculations with 

TD-DFT and PCM solvation were performed in Gaussian 16.50  

 

SOURCES OF ERROR 

When using experimental data as benchmarks, it is important to recognize sources of 

experimental errors. There are errors introduced by instrumentation, experimental design, sample 

quality (impurities, uncertainties in concentration, concentration-dependent aggregation effects, 

etc.), and human error. Some of these issues have been discussed at length in the literature, but it 

remains difficult to quantify the magnitude of the errors.51-53 One concern raised for experimental 

oscillator strengths derived from photoabsorption spectroscopy and the Beer-Lambert law is that 

errors introduced by line-saturation effects could result in the underestimation of the 

experimentally measured fexp relative to the “true” strength f.36, 54 This problem is well illustrated 

by Chan et al.53 However, it appears that such issues are particularly problematic for narrow bands 

(e.g., well-resolved gas-phase spectra where there are vibronic peaks with full-width at half-

maxima that are on the order of hundreds of cm-1). The severity of these errors is reduced for broad 

absorption bands that are thousands of cm-1 across, like most of the bands used in this work. 
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We do not attempt to quantify the errors in fexp, although we recognize that they exist. However, 

the uncertainty in fexp is yet another motivation for an extensive benchmark study comparing 

experimental and computed oscillator strengths. By determining random or systematic errors 

against computations, particularly for high-level quantum chemical calculations, errors in the 

experimental measurements could be better understood.55 

Errors in fcomp exist when the transition dipole moment in equation (3) is computed using 

approximate rather than exact wave functions. This error can be quantified by systematically 

moving towards high-level quantum chemical methods,4, 35-37 but this requires benchmarking using 

small molecules where these methods are affordable. Calculations of fcomp in this work also neglect 

nuclear motion, which can often be justified for rigid molecules within the Born-Oppenheimer and 

Condon approximations56 but does not consider variations of oscillator strength with changes in 

conformation of flexible molecules. Finally, approximate solvation models may not correctly 

capture the effect of solvation on fcomp. The magnitudes of all these errors are difficult to quantify 

as well, which is why extensive benchmarking against experimental oscillator strengths is needed.   

Here, we focus on uncertainties introduced in the fitting procedure itself, which we identify 

using four metrics: 

- %gn: The percentage difference between fexp,g and fexp,n. In practice, we compute two sets of 

%gn values then take the average: 

%𝑔𝑛 = !
/
V:;"%&,()-;"%&,*):

;"%&,()
+ :;"%&,(#-;"%&,*#:

;"%&,(#
X  (4) 

Values of %gn ranged from 0.0% to 32.7%, with an average of 6.0%, a first quartile of 1.5%, 

median of 4.5%, and third quartile of 7.5%.  

- %gg: The percentage difference between fexp,g1 and fexp,g2. This as an indicator of the 

reproducibility of the Gaussian fitting procedure performed by two different persons: 

%𝑔𝑔 = /:;"%&,()-;"%&,(#:
(;"%&,()<;"%&,(#)

     (5) 

Values of %gg ranged from 0.0% to 37.9%, with an average of 4.2%, a first quartile of 0.9%, 

median of 2.6%, and third quartile of 5.1%.  

- %nn: The percentage difference between fexp,n1 and fexp,n2. Since the original spectra were 

plotted on a logarithmic scale, this unavoidably introduces errors in the digitization of the UV-

visible spectra, particularly for intense bands. Therefore, %nn reflects the uncertainty 

introduced by both the digitization and numerical integration procedures. %nn is computed 
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in the same way as %gg in equation (5) but using the numerical fexp,n1 and fexp,n2. Values of 

%nn ranged from 0.0% to 7.0%, with an average of 1.4%, a first quartile of 0.5%, median of 

1.1%, and third quartile of 1.8%. 

- %nRMSD: The normalized root-mean-square deviation between the digitized UV-visible 

spectrum and the Gaussian deconvoluted spectrum. The %nRMSD is computed using: 

%𝑛𝑅𝑀𝑆𝐷 =
=∑

(,-,.-/01-)#

*
*
-3)

?45%-?4-*	
     (6) 

 
In equation (6), for each point i in the digitized spectrum, εi is the experimental attenuation 

coefficient at that point, εi,fit is the corresponding value at that point obtained from the sum of 

the Gaussian curves used in the fitting of the band, and n is the total number of points used in 

the digitized spectrum. The numerator in equation (6) is the RMSD, but since RMSD is not 

informative on its own (it is typically larger for high intensity bands, smaller for low intensity 

bands), we divide the RMSD by the range of attenuation coefficients spanned by the UV-

visible spectra (εmax – εmin). The final %nRMSD used is an average from the two trials. Values 

of %nRMSD ranged from 0.2% to 6.0%, with an average of 0.7%, a first quartile of 0.4%, 

median of 0.5%, and third quartile of 0.8%. 

 

The above percentages are associated with uncertainties in the fitting process and are not errors. 

For instance, It is expected that fexp,g and fexp,n could be different, particularly for incomplete or 

overlapping bands, yielding large %gn. A large %gn is therefore an indicator of uncertainty (i.e., 

an incomplete band causes uncertainty in how to fit it). %gg is also an important indicator of 

uncertainty; if the same band is fit differently by two different individuals, it indicates a lower 

confidence in the fitting. Thus, we have developed a scoring system to indicate confidence in the 

analytical integration. The scores are based on the four metrics listed above, with the relative 

weights based on the ratio of the first quartiles: 

%gn : %gg : %nn : %nRMSD = 1.5 : 0.9 : 0.5 : 0.4 ≈ 9 : 6 : 3 : 2 

Each transition is scored out of 20 points (9+6+3+2). Integer scores are assigned by deducting 

points for each 1% introduced in each of %gn, %gg, %nn, and %nRMSD, up to the maximum 

score for that category. E.g., a score of 20 is obtained if all four metrics have a value <1%. If, for 

instance, %gn is 4.1% %gg is 3.8%, %nn is 4.2%, and %nRMSD is 1.02%, then the total score is 
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9 (9-4 points for %gn, 6-3 points for %gg, 0 points for %nn, and 2-1 point for %nRMSD). 

Molecules are categorized as “very high” confidence if the score is a perfect 20, “high” confidence 

for a score in the upper quartile (17-19), “medium” confidence for a score in the second quartile 

(12-16), “low” confidence for a in the third quartile (8-11), and “very low” confidence for a score 

in the lowest quartile (0-7). 

 

 

RESULTS 

Out of 164 transitions, 14 had a “very high” confidence score, 29 scored as “high”, 42 scored 

as “medium”, 42 scored as “low”, and 37 as “very low.” A list of the 100 molecule names and 

solvent information (Table S1), fcomp, fexp,g1, fexp,g2, fexp,n1, fexp,n2, and scores for the 164 transitions 

(Table S2), and νmin, νmax, εmax, and ν at εmax (Table S3) are included in the Supporting Information 

(SI) document. Plain text files with the digitized UV-visible spectra, spreadsheets used for the 

numerical integration and gaussian deconvolution for fexp,n1 and fexp,g1, ChemDraw chemical 

structures, and B3LYP/6-31+G*/PCM geometry-optimized structures for the 100 organic 

molecules are also included in the SI. 

 
Figure 3: A. fcomp vs. fexp,g for 164 transitions. The points are colored by confidence level, as indicated in the 
legend. The blue line is a linear regression (equation: y=1.3099x+0.0028, R2=0.9140; see comment57). The 
orange lines and area indicate 95% confidence bands for the data, while the green lines and area indicate the 
95% mean confidence prediction bands. B. fcomp and fexp,g for each transition ordered by increasing strength of 
fexp,g. The lines connecting the points represent the absolute differences. 
 

Fig. 3 shows the correlation between fexp,g and fcomp. The linear regression analysis (R2=0.914) 

indicates a strong correlation between experimental and computed oscillator strengths. However, 

the slope of the plot (1.31) indicates a clear systematic error; The computations substantially 
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overestimate the oscillator strength. The mean absolute error (MAE) between fcomp and fexp,g is 0.13. 

Most of the green and yellow dots in Fig. 3A appear close to the linear regression line, 

indicating that low and very low confidence points increase the spread of the data.  If “very low 

confidence” points are excluded from the plot, the R2 value increases to 0.930 and the slope 

becomes 1.33 (see SI Fig. S1), while the MAE stays 0.13. If plots used εmax instead of fexp,g as the 

reference, the R2 value for fcomp vs. εmax would be 0.78 (see SI Fig. S2). Therefore, εmax is correlated 

with fcomp as expected, but this correlation is weaker than fcomp with the area under the band.   

We note again that equations (2) and (3) are valid in vacuo. To understand the effect of the 

refractive index n on the agreement between computed and experimental oscillator strengths, we 

plot fcomp against fexp,g /n (SI Fig. S3) and fexp,g × n (SI Fig. S4). Refractive indices for the solvents 

are listed in Table S1. 

For fcomp against fexp,g/n, the linear regression equation is y=1.7697x+0.0059, with R2=0.910. 

Removing “very low confidence” data gives y=1.7956x+0.0104, with R2=0.926. The MAE 

increases to 0.20 (0.21 after removing “very low confidence” data). Therefore, dividing the 

experimental oscillator strength from equation (2) by the refractive index n worsens the agreement 

with computations significantly, and slightly reduces the R2. 

For fcomp against fexp,g × n, the linear regression equation is y=0.9674x+0.0004, with R2=0.917. 

Removing “very low confidence” data gives y=0.9796x+0.0047, with R2=0.932. The MAE 

decreases to 0.08 (0.07 after removing “very low confidence” data). Therefore, multiplying the 

experimental oscillator strength from equation (2) by the refractive index n increases the absolute 

agreement between fcomp and fexp for most points and slightly improves the R2. 

 

 
CONCLUSIONS 

Using a benchmark set of 164 transitions from 100 molecules, we have compared quantum 

chemically computed oscillator strengths with oscillator strengths we derived from experimental 

UV-visible absorption spectra.. Using equation (2) to obtain experimental oscillator strengths, the 

discrepancy between experimental and computed oscillator strengths is large (slope 1.31). One 

reason for this discrepancy could be the refractive index. Reports in the literature disagree on how 

equation (2) must be modified for absorption of molecules in solvent.18-34 Our benchmark cannot 

conclusively resolve this debate, although the discrepancy between experiments and computations 
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can be largely reconciled by a factor of n (either multiplying fexp,g by n or dividing fcomp as computed 

in the TD-DFT/PCM non-equilibrium linear response formalism44, 50 by n). This conclusion would 

be better supported through continued benchmarking, such as by expanding this benchmark set to 

include additional “high” and “very high” confidence data and performing additional computations 

to determine the sensitivity of the fcomp and fexp,g plot on the quantum chemical level of theory used. 

An important next step would be to quantify the accuracy of continuum or explicit solvent 

models in predicting solvent effects oscillator strengths.58 Both implicit and explicit models appear 

to successfully predict trends in oscillator strengths for the same molecule in different 

environments,59, 60 but it is not yet clear if such predictions are quantitative. 

Finally, while one way to move experiments and theory closer together is by deriving easily 

computable quantities from experimental data, as done in this work, another approach is to 

continue to develop computations that simulate realistic experimental spectra through combined 

quantum and (semi-)classical methods or machine learning approaches.61-69 To aid in 

benchmarking for such efforts, we have provided the digitized UV-visible data and optimized 

molecular geometries in the SI. 
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