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ABSTRACT

The use of independent component analysis (ICA) for the analysis of two-dimensional (2D) spin-
alignment echo—7; "Li NMR correlation data with transient echo detection as a third dimension is
demonstrated for the superionic conductor Li;0GeP,S, (LGPS). ICA was combined with Laplace
inversion, or discrete inverse Laplace transform (ILT), to obtain spectrally resolved 2D correlation
maps. Robust results were obtained with the spectra as well as the vectorized correlation maps as
independent components. It was also shown that the order of ICA and ILT steps can be swapped.
While performing the ILT step before ICA provided better contrast, a substantial data compression
can be achieved if ICA is executed first. Thereby the overall computation time could be reduced by
one to two orders of magnitude, since the number of computationally expensive ILT steps is limited
to the number of retained independent components.

For LGPS, it was demonstrated that physically meaningful independent components and mixing
matrices are obtained, which could be correlated with previously investigated material properties yet
provided a clearer, better separation of features in the data. LGPS from two different batches was
investigated, which showed substantial differences in their spectral and relaxation behavior. While in
both cases this could be attributed to ionic mobility, the presented analysis may also clear the way for
a more in-depth theoretical analysis based on numerical simulations. The presented method appears
to be particularly suitable for samples with at least partially resolved static quadrupolar spectra, such
as alkali metal ions in superionic conductors. The good stability of the ICA analysis makes this a
prospect algorithm for preprocessing of data for a subsequent automatized analysis using machine
learning concepts.

1 Introduction

Techniques for physical and chemical analysis of materials become ever more powerful. Advances in analytical in-
strumentation as well as step changes in microelectronics enable equipment for data acquisition and processing that
provide large sets of data in a short amount of time. In particular, continuously acquired time series or multidimen-
sional data sets can lead to quickly growing records of raw data.[1] Analyzing these data poses an increasing challenge,
leading to the development of new strategies that themselves take advantage of rising processing power of computers.
Such strategies include, for example, the use of neural networks or concepts of artificial intelligence to extract phys-
ically meaningful information from data, or filtering and data reduction to bring the data in a more easily accessible
form for subsequent manual interpretation.[2, 3] Particularly sought after are methods that combine the opportunities
of modern computers yet also enable a better understanding of the underlying mechanisms.[4]

Nuclear magnetic resonance (NMR) is one example of a technique where instrumental advances enabled new multi-
dimensional experimental protocols with large data sets being collected in a short amount of time [5, 6, 7]. Various
materials properties, including local structure and dynamics as well as long-range spatial, motional and diffusive fea-
tures, can be individually encoded and correlated [8, 9]. However, so far statistical data analysis methods have only
rarely been employed in NMR of materials [10].

In the spin-alignment echo (SAE) NMR experiment, the decay of quadrupolar order is measured in a stimulated
echo experiment as a function of a mixing time.[11, 12, 13] It facilitates the direct acquisition of slow jump auto-
correlation functions for ions with a spin S > 1/2 in a solid material. SAE has been used, for example, to study
Li ion mobility in battery materials, but it is, generally speaking, limited to rather slow jump processes.[14] For
"Li, SAE is able to resolve jump correlation time constants 7, > 10~ s. Faster processes provide a signal at the
longitudinal relaxation time constant of quadrupolar order, T' q. Itis, therefore, important to distinguish between jump
auto-correlation processes, which may directly provide information regarding diffusion and long-range mobility, and
relaxation-limited processes in SAE experiments. In complex materials such as solid electrolytes, typically multiple
different environments with different relaxation time constants are found. Therefore, a more selective distinction
between jump correlations and relaxation than comparing a 1D SAE with a 1D longitudinal relaxation time NMR
experiment is required.

The most common method for the analysis of SAE NMR data employs a fit of the data with one or multiple stretched
exponential functions [13]. A more complete distribution of correlation time constants 7, can be obtained using a
Laplace inversion (ILT).[15, 16] In systems where exchange processes cannot be excluded, in particular in solids,
contributions with positive and negative sign in the distribution of time constants may be observed [17, 18]. Using an
algorithm that does not employ a non-negativity constraint [19], it was shown that SAE data can be faithfully inverted
[20]. Thereby, the residuals of the fit should be consistent with Gaussian white noise without any systematic features,
thus the obtained distribution represents the full information available in the data.[21]
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In battery materials, the ionic mobility is of central importance and often represents a performance-limiting
property.[22] Solid electrolytes are of particular interest. They are a necessary component for all-solid-state batteries,
which are expected to solve some of the safety and durability problems of current lithium-ion batteries.[23] In terms
of performance, their ionic mobility needs to compete with liquid electrolytes, therefore understanding diffusion path-
ways and exchange processes is of prime importance for material development and optimization. A substantial number
of the most promising solid electrolyte candidates are sulfide based [24]. The superionic Li conductor Li;(GeP,S,
(LGPS) is one of the best performing material of this class [25]. Its structure and local ion transport properties have
been studied in-depth [26, 27]. NMR has proved to be a useful technique due to the high sensitivity of “Li NMR and
good resolution, which facilitated a large number of different techniques, including pulsed field gradient (PFG) NMR
for the investigation of diffusive processes over micrometer lengthscales[28]. Nonetheless, long-range mobility, which
includes exchange between crystallites or grains, is not yet fully understood.

Due to the high ionic mobility and associated fast hopping rates, SAE may, at first, appear unsuitable for the investiga-
tion of superionic conductors such as LGPS. However, it has been shown that ion conducting solids can show different
modes of mobility, with fast local mobility processes causing a residual quadrupolar coupling that is not averaged
to zero [29], and slower longer-range processes whose correlation time can be resolved by SAE [20, 30], even for
LGPS [31]. Nonetheless, the difficulty of distinguishing between jump correlation time constants 7. and T q-limited
processes still remains.

Taking advantage of the commonly short “Li longitudinal relaxation time constants of superionic conductors that
allows short experiment repetition times, a straightforward option to identify T4 q limited processes is presented by
a two-dimensional (2D) experiment with an inversion-recovery or a saturation—recovery encoding block combined
with an SAE readout block. This allows the correlation of longitudinal relaxation times, T, with 7, [32, 33]. Signals
on the diagonal, where 7. = T’ q, cannot be interpreted as jump autocorrelation time constants, but could be either
very fast moving ions or very slow ions with jump time constants that are longer than T . Experiments on LGPS
revealed a significant signal fraction close to, but slightly below this diagonal. In this case, it would be desirable to
have an independent test of the assignment without having to perform additional experiments. In principle, such a
test can be obtained by recording the echo transiently.[34] Fourier transform of the measured interferogram provides
a spectrum. In combination with a 2D Laplace inversion, for each data point in the 7.—7) correlation map, a "Li
NMR spectrum is obtained of the nuclei giving rise to the respective signal component [32]. While clear variations are
apparent in the NMR spectra between different regions of the 2D correlation map, the quadrupolar coupling constants
remain surprisingly similar for LGPS, despite having a mixture of tetragonal and orthorhombic LGPS phases in the
material. The most significant variation in the spectra is obtained between the non-central quadrupolar transitions and
the central transition. These two features not only show a different shape but also a different signal phase [35].

Here, the applicability of independent component analysis (ICA) in combination with Laplace inversion to separate
different spectral components in a 3D 7 vs. T vs. "Li NMR data set is investigated. 2D maps are obtained for 7, vs.
Ty, whose features are correlated with spectral features from Fourier transform of the detected echo transient. Different
protocols are applied to test if ICA can be used for data reduction by providing 2D-SAE/T} maps of statistically as
independent NMR spectra as possible.

2 Methodology

This section summarizes the flow of data and aspects relevant for the application of the algorithm. A more in-depth
explanation of the mathematical background can be found elsewhere.[36, 19, 15]

2.1 Independent component analysis

Independent component analysis (ICA) aims to find a linear representation of non-Gaussian data whose components
are statistically as independent as possible.[37] A statistically latent variable model is used to represent the ICA.
Observable variables y are considered as linear mixtures of n not directly observable independent variables s [38].
Mathematically this can be expressed as
Yj = aj181+ aj2s2 4+ 4jnsn, (D
where a; ;. represent mixing elements, j = 1,..., N, with IV, the number of observations, and k = 1,...,n. More
generally, observed signals can be a data vector y; € R*VN¢ with N, elements, such as a spectrum. In this case, the
independent component (IC) is also a vector, si € R*Na_ Tn matrix notation, this can be rewritten as
Y =AS, 2)
where A € RMv*" denotes the mixing matrix with elements ajr, Y € RNv*Na jg the data matrix whose rows
represent one observed signal, or mixture, each, and S € R™*¥¢ represents a matrix whose rows are the independent
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components s;. The ICA is thus a generative model that describes how observable data is generated by mixtures of
the independent components.

The matrices A and S are determined considering the general assumptions that (i) the components s, are statistically
independent; (ii) the components have a non-Gaussian distribution; and (iii) the unknown mixing matrix is square.
However, since two unknowns have to be determined, the result is subject to further restrictions: (i) the variance of
the independent components cannot be determined, since a scalar multiplier of one of the components sy, can always
be erased by a corresponding multiplier in a column of A. As a result, the amplitude of the independent components
is usually determined by assuming that each of them has unity variance; (ii) the sign cannot be determined because
the independent components can always be multiplied by —1 without affecting the model; and (iii) the order of the
components cannot be determined.

To calculate A and S, an estimate of negentropy is used as contrast function, i.e. as a quantitative measure of the
non-Gaussianity of a random variable.[37] For its calculation, the observable random variables Y are first centered,
i.e. the arithmetic mean E{y} is subtracted from the observed mixtures. At the end of the ICA procedure, the
centering is undone. As a next preprocessing step, the centered vectors are whitened by a linear transformation that
ensures the independent variables are uncorrelated with unity variance. In a further step the dimension of the data is
reduced. Robust results were obtained by retaining only as many eigenvalues calculated during the whitening step as
independent components are determined. This reduces noise and prevents overlearning, which may sometimes occur
for ICA [39]. As the final step, ICA finds a projection for Y that maximizes non-Gaussianity.

A practical aspect for preventing overlearning when ICA is used in combination with Laplace inversion is to avoid
outliers in the density distribution obtained from the ILT step. Sharp spikes in the ILT output can sometimes occur
as a consequence of underregularization, insufficiently dense sampling in the inverted dimension, or data that cannot
be modeled with the employed kernel [19]. Before the inversion becomes unstable and produces nonphysical results
upon substantial underregularization, sharp spikes may evolve in the distribution, which show the correct integral and
position of existing modes, yet with a too narrow width. As a next step, such spikes evolve with bipolar sign, where
overshooting in one direction gets compensated by undershooting in the other direction. Such features in the input
data of the employed FastICA algorithm are known to cause noisy and unstable results [39], hence they should be
prevented during the ILT step.

2.2 Laplace inversion

On discrete experimental data in one dimension, given a vector x € R™V=1*1 of IV, data points that were recorded as

a function of an independent variable ¢,, with p = 1,..., N, , the problem of Laplace inversion, or discrete inverse
Laplace transform (ILT), can be written as

x=Kg+e. 3)
g € RM1*1 js an underlying discretized distribution function of some variable 71 ;, with i = 1,..., M;. g is connected
to the data via kernel K € RN« M1 with matrix elements K, ; = f(t,,7) given by kernel function f(t,,7;).
e € RN=1*1 represents a vector of additive noise with zero mean, which is commonly assumed to be independent and
identically distributed Gaussian white noise. In NMR, where often for practical purposes an assumption of frequency
and signal amplitude independent noise is justified, the signal can be scaled without loss of generality such that the
noise vector has a unity variance. This data scaling is assumed in the following and simplifies parametrization of the
regularization.

An extension to multiple dimensions is mathematically straightforward, but computationally demanding. Assuming
an R-dimensional data set X € RN=1%"*Neg with kernel K, € RNer XMr along dimension r, an R-dimensional
distribution G € RM1 X xMr 354 an R-dimensional error function E € RNe1 X" *Nag yectorization of X, G and
E, along with an outer product of the kernel matrices,

x = vec(X) e RNex1 4)
g = vec(G) e RMx1 (5)
K=Krp®Kp 1@ 0K € RN=xM (6)
e = vec(E) e RN=x1 (7)
retrieves Eq. (3). However, the dimension of the different vectors and matrices corresponds to the product of the size
of the constituting matrices, N, = Hle N, and M = Hf’:l M., hence the demand on computational resources

may quickly become prohibitive.

The purpose of Laplace inversion is to obtain an estimate g for the unknown distribution function. Since the direct in-
version of Eq. (3) is ill-conditioned for kernels such as the exponential function, a generalized Tikhonov regularization
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is applied to stabilize the inversion, and the functional to be minimized is

g:argmin{HKg—XHg+)\2||Ag||§} ) ®)
g

where u/[||2 is the Frobenius norm and A is a global scaling factor for the regularization. The regularization matrix
A € RM*M contains a uniform penalty term [16] and a penalty for zero crossing, which stabilizes the inversion that
robust distributions are obtained without non-negativity constraint. Parametrization of A is done algorithmically as
described in [19] without adding any free parameters, and scaling of the data to unity variance allows setting A = 1,
unless stated otherwise. Equation (8) was solved iteratively. To obtain 2D correlation maps, the vectorization step of
eq. (5) was reversed on g.

In principle, it would also be beneficial to regularize non-inverted dimensions as well [20]. However, in the case of 2D
inversion with a third spectral dimension, the demand on computation resources would be very high, since the kernel
and regularization matrices become too large. Hence at this point only regularization along inverted dimensions was
employed, and the spectral dimension was sampled point-by-point.

If sampling of the distribution in the inverted dimension is sufficiently dense for a given signal-to-noise ratio of the
data [40], the default regularization parametrization generally provides a robust inversion [19]. Occurrence of sharp
spikes in the ILT output, as mentioned in section 2.1, then indicates either a frequency or signal dependent non-uniform
noise level, or data that is not compatible with a particular kernel. In magnetic resonance, examples for signals that
are incompatible with an exponential kernel are oscillations on top of a relaxing signal [41] or diffraction of diffusion
phenomena in PFG NMR [42]. On the other hand, trying to fit a Gaussian signal decay with an exponential kernel
may cause oscillations in the distribution, but these are stable towards changes in the regularization and do not show
a width of only a single data point. The onset of spikes may be automatically identified by a considerable increase
of the norm of the resulting distribution upon changing the regularization, cf. the L-curve method for adjusting the
regularization parameter [43].

2.3 Analysis protocol for experimental data

The pulse sequence employed in the presented experiments,

i (5), = (), —tem (§) — e

contains two independently varied delays, a mixing time t,, that produced a vector t,, € R¥=1*! as an inner loop,
and a recovery delay t4 that produced a vector tq € R™=2*1 as an outer loop. As the innermost loop, which does
not come with an additional measurement time overhead and which was not inverted by ILT, the echo transient was
recorded. After Fourier transform, it provided a discrete spectrum of size Nr. For ILT, in both inverted dimensions a
kernel function

Ftyem) = exp (—tp) ©)

Ti
was employed. Inversion of the ¢,, dimension, the spin-alignment echo dimension, produces a correlation time con-
stant 7, € RM1*1 TInversion of the ¢4 dimension, the recovery dimension, produces a distribution of the longitudinal
relaxation time constant, T; € RM2X1 A simultaneous 2D inversion of both dimension produces a 2D SAE-T}
correlation map, which can be represented as a M; X Ms matrix. The discrete values of both 7. and T are user
selectable. Care must be taken that the range is chosen large enough that the distribution shows negligible spectral
density outside this region, and that the data points are sufficiently dense that each mode consists of more than just
one point.

While nuclei in different environments vary in their NMR spectrum, the same supposedly applies to relaxation and
motional correlation times. Therefore some correlation is expected between the spectral dimension and the relaxation
dimensions. To identify statistically independent components, either the spectral or the relaxation domain can be cho-
sen as the observed signal. The relaxation dimensions are regularized, leading to smooth features in the 2D correlation
map, which suggests this to be the signal dimension. However, it will also be tested if the spectral dimension, which
is built point-by-point by conducting a 2D Laplace inversion individually on each frequency component, could be
chosen as the signal dimension as well. In either case the 3D data matrix, where the echo transient is preprocessed
with a discrete Fourier transform and phase corrected, is converted into a 2D matrix by vectorizing the 7,,,. and the
T) dimensions, leaving the spectral dimension as the second dimension. This creates a matrix Y € RM1M2XNr _[f the
spectrum is used as the signal dimension, then Y = Y is to be used in Eq. (2), and the mixing matrix A € RM1M2xn
contains the vectorized 2D correlation maps as its columns and the independent components in S € R™"* "7 represent
"Li NMR spectra. If, on the other hand, the correlation map represents the signal dimension, then Y = YT, and
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the meaning and dimensions of A and S are interchanged. In both cases, this application of the ICA is referred to as
ILT-then-ICA, since the independent component analysis acts on data that is preprocessed with a Laplace inversion.

Another possibility would be to swap the ILT and the ICA step, i.e. first conduct an ICA that is followed by an
ILT (ICA-then-ILT). In this case, the t¢,, and the t4 dimensions of the 3D data matrix are vectorized to create a 2D
matrix Y € RNe1Ney XNr Again, the echo transient is Fourier transformed and phase corrected first, although, in
principle, the procedure could also be applied directly on the echo transient. Analogous to the ILT-then-ICA case,
either the spectral dimension or the SAE/relaxation dimension could be considered the signal dimension. In the
former case, Y = Y in Eq. (2) and A € RV=1Ve2 X7 otherwise Y = YT and S € R™"*N=1N=2 In both cases,
either A or S, whichever contains the correlation data, must then be Laplace inverted for each independent component
to obtain n independent 2D correlation maps. Since magnetic resonance data are often sparse or contain redundant
information [44], the potential for data compression using the ICA-then-ILT approach is significant. Thereby only a
reduced number of correlation data sets is retained, which are then further processed with the computationally more
demanding Laplace inversion.

3 Experimental

3.1 Sample preparation

Two different LGPS samples were investigated, which were both synthesized as described by Kamaya et al. [25]. The
sample referred to as sample 1 was from the dominantly tetragonal (¢-LGPS) batch described in [32], and the sample
referred to as sample 2 was also dominantly tetragonal from the batch described in [33]. Using 3'P NMR and Rietveld
refinement of X-ray diffraction data, a tetragonal fraction of 75% was determined for sample 1 and 79% for sample 2.

3.2 NMR experiments

Experiments were conducted using the 2D-SAE/T} correlation sequence with transient detection of the echo, thereby
producing a 3D data set [32]. The recovery delay ¢4 and the mixing time ¢,,, were varied independently in consecutive
repetitions of the experiment. The echo time ¢, was set to 10 ps. For sample 2, the inversion 7 pulse at the beginning
of the sequence was replaced with a saturation sequence of 1024 not equally spaced 7/2 pulses, applied during a
period of 0.5 s. As variable delays, a series of 32 logarithmically spaced ¢, values between 10 ps and 10 s, and 16
logarithmically spaced ¢4 values also between 10 ps and 10 s were applied. Acquisition was started a few data points
before the echo maximum, immediately after the end of the spectrometer dead time, to maintain additional flexibility
regarding data processing. The acquisition delay was set such that the quadrupolar echo coincided with a data point
to simplify phase correction of the data. The experiment on sample 1 was conducted at a magnetic field of 9.4 T and
the experiment on sample 2 at a field of 14.1 T, both on a Bruker Avance-III spectrometer. The temperature was set to
293 K.

3.3 Data processing

Data processing was performed using GNU Octave 4.0.3 [45]. For independent component analysis, FastICA 2.5 was
used [36]. Laplace inversion was conducted using the algorithm and parametrization as described previously [19, 20].
For the inversion of the ¢4 dimension to 7. as well as for the ¢, dimension to 77, an exponential kernel was used. A
reference spectrum was calculated by a 2D inversion using only the echo maxima. All other analysis procedures were
done using the full 3D data set. Unless stated otherwise, all the pseudocolor plots are scaled using the signed square
root of the absolute value of the respective data point to enhance weak features.

4 Results and discussion

Figure 1 provides an overview of the data and a reference 7, vs. 77 map obtained by Laplace inversion of the echo
maxima. A typical spectrum after Fourier transform of the echo transient is shown in fig. 1a. It shows features that have
been reported before for superionic conductors, with partially averaged quadrupolar coupling constants and almost
negligible asymmetry [29, 46]. Notice the phase shifted central transition, which is characteristic for spin-alignment
spectra [34]. Figure 1b shows the decay of the echo amplitude as a function of the SAE mixing time ¢,, and fig. 1c the
signal recovery during t4. In fig. 1d the 2D-SAE/T; map is shown. The main feature is located at 7. ~ 1072 s and
Ty ~ 10795 s, which had been discussed previously [32, 33]. In addition, a relaxation mode at 7} ~ 10* s is visible,
which fits the baseline of the recovery signal that does not decay to zero for ¢4 — oo. Finally, a bipolar pair of signals
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Figure 1: Data and Laplace inversion of 2D-SAE/T; NMR experiment of LGPS sample 2. The data intensity is scaled
relative to the respective thermal noise level. a) “Li NMR spectrum obtained by Fourier transform of the echo transient
of the repetition with maximum ¢4 recovery delay and minimum ¢,, mixing delay. b) Decay of the echo maximum
along t,,,, summed up along the ¢4 dimension. c) Recovery of the echo maximum along t4, summed up along the ¢,,
dimension. d) 2D-SAE/T} pseudocolor map. The baseline of the recovery dimension, where the signal approaches a
maximum for long ¢4, is fitted by extending the 7} dimension well into regions where no relaxation time constants
are expected anymore. This baseline is responsible for the relaxation mode at around 10* s. The color map is scaled
linearly. The white dashed line marks data points with 7. = T3. The region at T} < 10? s, enclosed by a black solid
box, represents the default data points used for ICA if ILT precedes the ICA step. The black dash-dotted line separates
the regions at short and long 7. for a separate discussion of the corresponding features.

occurs at 7, & 107 s. This signal is comparable to the shortest mixing time constant, t,, = 107° s, hence it depends
only on a very small number of data points along this dimension. Its origin will be discussed below.

Before the ICA was carried out, the centered and whitened raw data were subjected to a principal component analysis
(PCA). The most intensive PCA eigenvalues and corresponding whitened eigenvectors are shown in fig. 2. It can be
observed that most of the raw data is covered by the first two to four eigenvalues. Nonetheless, notable differences
are observed for different data processing strategies. Figure 2a shows the results when the order of the ICA and the
ILT step are changed and for different orientation of the input signal matrix. When the ILT step is conducted before
ICA, considerably more PCA eigenvalues are necessary for faithful data replication. A possible reason could be that
in relaxation experiments, every signal contributes at each point in time during a decay or a recovery, weighted with
the corresponding relaxation time constant. This causes a mixing of all the signals across the whole data domain.
Laplace inversion, on the other hand, leads to a separation of different signals in a similar manner as Fourier transform
causes a separation of resonances when applied to an interferogram. Furthermore, in the presented data set, signals are
spread across a wide range of relaxation time constants, hence the relaxation domain provides good spectral separation
of signal components that are overlapping in the frequency dimension, which is beneficial for the ability of PCA to
separate different components.

The sequence of ICA and ILT steps is compared more closely in fig. 3. It is shown that if data is analyzed with
retaining two principal component eigenvalues and retaining two ICs, similar independent components, which in this
case represent ' Li NMR spectra, and 2D SAE-T} correlation maps are obtained. When comparing the mixing matrix
corresponding to the first independent component, somewhat more details are visible for the case of the ILT step
preceding the ICA, as was also suggested by the quickly decaying principal component eigenvalues for ICA-then-ILT
in fig. 2. On the other hand, conducting first an ICA on the full data set and then only an ILT step on the retained
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Figure 2: PCA step of ICA analysis of LGPS sample 2. a) Relative intensity of first ten principal component eigenval-
ues (bars) and their cumulative value (lines). Blue: ICA analysis of data after ILT (ILT-then-ICA), "Li NMR spectra
from Fourier transform of echo transients as observed signals. Red: ILT-then-ICA, vectorization of 7, and 7} dimen-
sions for each frequency component as observed signals. Green: Analysis of data after Fourier transform of echo
dimension, but without ILT (ICA-then-ILT), spectra as observed signals. Magenta: ICA-then-ILT, vectorization of ¢4
and t,,, dimensions individually for each frequency component as observed signals. b) ILT-then-ICA analysis using
different parts of the data set. Black: full 7. vs. T} map, including baseline component at very long 7. Red: full 7,
data, Ty < 100 s; same as red bars in a). Cyan: 1074 s < 7. < 105, T; < 100 s. Yellow: 107 % s < 7. < 107% s,
T < 100 s. c—f) First four principal component eigenvectors for the different cases shown in b). c¢) Full 7. vs. 77 map
(black in panel b). d) Full 7, data, 7, < 100 s (red in panel b). ¢) 10™* s < 7. < 10 s, T1 < 100 s (cyan in panel b).
10 %s<7.<107%s, T, <100 s (yellow in panel b).

mixing matrices reduces the computation time by more than an order of magnitude. In this case, ICA serves as a filter
and for data reduction.

Transposing the signal matrix swaps the meaning of the eigenvectors of the PCA between the “Li NMR spectra and the
2D 7.~T correlation map of the 3D data set. If the signal-to-noise ratio (SNR) in both dimensions is similar, which is
commonly assumed in NMR experiments unless the SNR is high enough that multiplicative noise starts to dominate
[47], this matrix orientation becomes important if contrast for different features in the signal is more pronounced in
one dimension over the other. In the present case, both dimensions show a considerable amount of overlap of different
features. In the spectral dimension, the quadrupolar coupling constants do not show large variations, while exchange
causes mixing of different modes in the correlation time and relaxation dimensions [32]. Since no regularization was
applied in the spectral dimension, choosing the 2D 7.—71} correlation map as the signal dimension may prove more
robust for data with lower SNR, though.

Figure 2b compares the eigenvalues of the PCA step when different regions of the full 2D correlation map are used
for the PCA. For each case, the first four eigenvectors are shown in fig. 2c-f. The eigenvectors with and without
the inclusion of the baseline feature at around 7} =~ 10* s look similar. This is expected since the baseline feature
represents a superposition with contributions from all the relaxation components. Considering the second independent
component in fig. 3, one notices that it differs substantially from the second principal component eigenvectors, despite
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Figure 3: Graphical representation of possible procedures for combining ILT and ICA for the analysis of 2D-SAE/T}
data, with experimental results of LGPS sample 2. For ILT-then-ICA as well as for ICA-then-ILT, the signal matrix
was oriented that the independent component represents the “Li spectrum and the mixing matrix elements the 2D map.
For optimum comparability, the IC analysis on the ILT-then-ICA path was conducted using the full data set, including
the baseline mode at long 73. The analysis was conducted with calculation of the spectra one data point off the echo
maximum.

only subtle differences in the data analysis protocol. In fig. 2 the transient signal was Fourier transformed with the time
origin one point off the echo maximum. Such a significant variation of the result caused by such a small variation of
the processing parameter may, at first, indicate that the presented method is not robust enough for routine data analysis.
However, this particular variation between independent components or between eigenvectors was observed multiple
times when analysis parameters were changed, always providing an eigenvector or an independent component that
either matched the second or the third component in fig. 2c and d. The norm of the corresponding contributions to the
data was always similar, hence the order was rather random. Therefore, a closer look at the features of these spectra
is indicated. One of them represents a central transition, phase shifted with respect to the quadrupolar Pake pattern
of the first eigenvector, and the second one an asymmetric pattern with frequencies at the central transition and at the
satellites of the quadrupolar spin. Phase shifted central transitions have been discussed for other systems in literature
and are common features of SAE spectra (e.g. [34]). The presence of this feature displays the capability of ICA to
reliably separate these contributions. The asymmetric feature is less obvious. Asymmetries in the SAE spectra of
LGPS had previously been reported and discussed in terms of a high anisotropic mobility of quadrupolar nuclei that
leads to a residual quadrupolar interaction [33, 48]. Its origin can be implied by comparing an analysis where PCA
was conducted on the 2D 7.—T) correlation data using only either the part with long 7. (fig. 2e) or on the part with
7. < 10™% s (fig. 2f). The former shows the central transition as the second PCA eigenvector without an asymmetric
eigenvector farther down, while the latter shows the asymmetric feature even as the dominant eigenvector. Therefore,
the fast decaying signal at 7, ~ 1075 s is primarily responsible for the unexpected asymmetric feature.

Before the asymmetry at short 7, is investigated in more details, the main features in the long 7. region and the
capability of ICA to reliably separate them are examined. Figure 4 shows ICA of the spectrally resolved 2D 7.—T} map
with different numbers of eigenvalues retained from the PCA step, using the data at 7. > 10~* s and T} < 100 s. The
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Figure 4: ILT-then-ICA analysis of LGPS sample 2. Independent components represent “Li NMR spectra. The number
of dimensions retained after the PCA step was varied from two (left row) to five (right row), and the number of ICs
was selected according to the dimension. a) Independent components (blue: first IC; green: second IC; red: third IC;
cyan: fourth IC; magenta: fifth IC). b) 2D-7, vs. T7 maps obtained from the mixing matrix. The z-axis shows T}
logarithmically from 1073 sto 10'® s, and the y-axis shows 7. from 10~% s to 10°2 s. For ICA, data values with
T, < 100 s and values 7. > 10~* s were used (within black solid box and above dash-dotted line in Fig. 1).

number of independent components matched the number of PCA eigenvalues. 2D Laplace inversion was conducted
individually for each frequency of the “Li NMR spectrum obtained from Fourier transform of the echo transient of the
3D data set. No regularization in the spectral dimension was applied, hence the good capability to retrieve spectra in
the independent components after reassembling the data following the ILT step is an indication of the robustness of
the Laplace inversion despite avoiding an overregularization to achieve a smoother distribution and lower fluctuations
in dimensions that are not regularized.

Comparing the different independent components, the number of PCA eigenvalues did not cause large variations up to
four eigenvalues, only the addition of contributions that had been discarded before. When only two eigenvalues were
used, the independent components represent a quadrupolar Pake pattern and a phase-shifted central transition. The
2D correlation maps showed distinct differences, with a dominant mode for the central transition along the 7. = T}
diagonal. Hence this mode decays dominantly with T, not with T . Additional features indicate contributions
that may be caused by mobility or by exchange. The observation of contributions with negative sign indicates that
these features are not only caused by mobility, but also by exchange [17]. The features of the 2D map associated
with the Pake-like independent component mirrors the main feature of the full correlation map shown in fig 1, with
a dominant contribution close to the region where T} q is expected, and additional signals towards shorter 7. and
increased 77, which had been described elsewhere [32]. When adding a third eigenvalue and calculating another
independent component, it dominantly shows a central transition that is not phase shifted. Its contribution matches
more closely the map of the Pake-like independent component. A fourth independent component showed another
signal dominated by a central transition, but slightly shifted compared to the previous component. The 2D correlation
map of these two components differed substantially, which may be an indication that another signal with a different
chemical shift may be present. In previously published work by Liang et al., such a contribution had been identified by
Li magic angle spinning (MAS) NMR [31], with a chemical shift difference reported at about 0.65 ppm. The present
data only affords a resolution on the order of about 1.7 ppm, which makes a more in-depth analysis challenging
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Figure 5: Norm of residuals between experimental data and after ILT-then-ICA fitting of 2D-SAE/T} data of LGPS
sample 2 for different ILT regularization. The ICs represent the 2D-SAE/T}; map and the mixing matrix the "Li NMR
spectra. Blue: A = 1. Green: A = 2.5. Red: A = 10. The dashed lines represent the relative norm of the residuals of
the ILT step, which represent a lower limit for the subsequent ICA step. The black line marks an estimate of the norm
of the random noise of the data after Fourier transform of the echo transient.

without additional data. The difference between the correlation maps obtained from the ICA mixing matrix may hint
at exchange between the two components, yet such an assignment would require independent confirmation.

When a fifth independent component is added, it appears to split the dominant Pake-like component into two separate
components with very similar 7, vs. T} correlation maps. This is a sign that from this point, adding more independent
components mainly provides a better fit of the data, yet the identified components start to show overlapping features
and the attempt of a physical interpretation of the differences may be futile.

The quality of the fit can be assessed by comparing the norm of the residuals between the fit and the experimental
data, which is shown in fig. 5 for different values )\ of the regularization parameter of the Laplace inversion step in
eq. (8). As a trend, the higher the regularization the smoother the obtained features after inversion and the faster the
ICA converges, yet reduced regularization leads to an improved fit in the end. The lowest of the three values of the
regularization parameter, A = 1, represents the default used in Laplace inversion experiments [20].

In fig. 4, where signal contributions with 7. < 10~% s were not included in the ICA, the asymmetric component,
which was identified in the PCA eigenvector analysis of fig. 2, was not retrieved even when using five independent
components. To investigate this further and prevent discarding any features present in the data, an ICA analysis was
performed on the data prior to Laplace inversion, and the 2D maps were calculated afterwards by ILT of the mixing
matrix elements. The results are summarized in fig. 6. In this case, the dominant independent components showed
central transitions with similar maps as two of the respective components in fig. 4. Neither of these components
showed a feature at 7. < 10~% s. The third component showed the Pake-like pattern and the fourth represented the
asymmetric features reported previously. The SAE/T} maps of the two latter components showed features at very short
¢, which were particularly dominant for the asymmetric independent component. Since 7. &~ 10~ s corresponds to
the shortest ¢,,, values employed in this experiment, this signal contribution is mainly encoded in the corresponding
data points. By calculating the difference between the spectra obtained with the shortest two ¢, values, an estimate
for the "Li NMR spectrum of the species responsible for this signal can be obtained directly, without employing ICA
(fig. 6¢). The spectrum does show the asymmetric behavior suggested by PCA and ICA. When plotting this difference
spectrum as a function of the recovery time t4 (fig. 6d,e), the origin of the bipolar features along the 77 dimension
(fig. 6b and fig. 1) is immediately apparent. This signal component does not relax towards a maximum, but behaves
more like an exchange feature that had not been directly excited. The shape of the relaxation curve qualitatively and
also semi-quantitatively resembles the evolution of multi-quantum filtered longitudinal orders that was discussed by
Paulus et al. [33]. It confirms the link established there between the asymmetry of the quadrupolar satellite transitions
and the evolution of magnetization into longitudinal multi-quantum order states. The fast decay along ¢,, indicates
that this signal contribution follows a coherence transfer pathway that is not filtered by the employed phase cycle,
which may also explain the asymmetry of the spectrum, since the origin of the signal does not coincide with the SAE
and changes as a function of ¢,,,. This could also explain why the asymmetry of the measured SAE detected spectra is
more pronounced than the relaxation effects simulated in [33] suggest.

To demonstrate the contrast that can be achieved by using ICA to analyze spectrally resolved 2D SAE/T} data of
fast ion conductors, the same protocol was used to process data of an LGPS sample from a different batch, which
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Figure 6: ICA-then-ILT analysis of LGPS sample 2, “Li NMR spectra from Fourier transform of echo transients as
observed signals. Hence independent components represent “Li NMR spectra. a) First four independent components.
b) Mixing matrices, reshaped as 2D-SAE/T} correlation maps. Top left corresponds to first IC, top right to second IC,
bottom left to third and bottom right to fourth IC. The white dashed line marks data points for which 7. = T}. ¢) "Li
NMR spectrum obtained from the difference between the first two ¢, data points, summed over five relaxation delays
with 0.03 s < tq < 1.6 s. d) tq vs. “Li NMR difference spectrum between the first two t,, data points. e) Mixing
matrix elements corresponding to the third and the fourth independent components, shown in the same color in a).

showed a somewhat different tetragonal-to-orthorhombic ratio. Figure 7 shows the result of an ILT-then-ICA analysis
with "Li NMR spectra as the independent components. These independent components showed markedly different
spectra compared to the independent components of sample 2. The first independent component, which provided
the contribution with the largest norm to the data fit, showed a quadrupolar pattern, but with less clearly pronounced
features than the dominant Pake-like independent component of the other sample. Such a behavior had been described
in literature for species with lower mobility [46], yet it was also reported that with lower mobility the quadrupolar
coupling constant increases due to less effective time averaging [29]. Such a behavior can be investigated in more
details by temperature dependent measurements [49], which will be reported elsewhere.

For the present data, the second independent component provides a hint regarding the origin of the shape difference.
It shows narrow peaks at the frequencies of the principal component of the quadrupole coupling. When summing
the first two ICs, a spectrum that resembles more closely the Pake-like IC of the other sample appears. This is
confirmed by the overall similarity of the 2D correlation maps for the first two ICs, which suggests a strong partial
correlation between them. At the same time, the fact that ICA recognized them as as independent components shows
that there are statistically significant differences between the two maps. A closer look at the 2D 7.~T7; correlation
map reveals that the main feature shows minor differences along both dimensions. In addition, the two features differ
significantly at short 7. values and along the 7. = T} line. Since the frequencies of a quadrupolar line are correlated
with orientation, this implies orientation-dependent relaxation that can be caused by anisotropic ionic mobility, which
is well documented for this class of samples [50, 51, 52]. The observation that such an orientation dependence can
be resolved indicates a longer residence time in a particular environment than for sample 2, i.e. a slower exchange
between crystallites with different orientation. Whether this is beneficial or detrimental for long-range mobility could
be investigated, for example, using “Li PFG NMR.

For LGPS, an anisotropy of the Li ion dynamics has been suggested in various studies based on a range of different
analytical techniques, and it can be justified by structural features of the LGPS lattice [27, 26, 53]. It is also consistent
with the results of sample 2, yet there this anisotropic mobility led to a considerably different NMR response. The
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Figure 7: ILT-then-ICA analysis of LGPS sample 1. Independent components represent ' Li NMR spectra. The top row
shows the first (a), second (b) and third (c) independent component. The bottom row (d—f) shows the corresponding
2D-SAE/T correlation maps, obtained from the mixing matrices. The white dashed lines mark data points for which
Te = T1 .

presented data are not sufficient for a conclusive explanation, yet a past controversy may give a hint for a possible
reason. Vashman et al. have concluded from NMR experiments on the superionic compound LigSco(POy4)3 that the
formation of Li-Li dimers with a correlated motion over a prolonged period of time could explain their data [54].
Bertermann et al. have studied the same material, yet did not find indications for such a dimer formation [29]. If,
as a hypothesis, the lifetime of such a dimer would strongly vary even for a particular material, for example due to
variations of crystallite domain or grain size, grain boundaries, doping, occurrence and ratio of secondary phases, or
vacancies and defects in the material [55, 56], these experiments would provide a unique tool for at least an indirect
assessment of existence and lifetime of Li-Li correlated motion [57]. In the present case, even though both samples
were synthesized with a nominally identical route, the ratio of tetragonal-to-orthorhombic LGPS differed between
75% t-LGPS for sample 1 and 79% for sample 2.

The formation of long-lived Li—Li dimers would provide a pathway for dipolar relaxation, which is observed for
sample 2 at 7. = 77. On the other hand, the third IC of this sample, which represents the central transition resonance,
relaxes at values 7. < T that would be expected for relaxation of quadrupolar order. This could be an indication for a
different origin for the relaxation process, be it via exchange or via coupling to a quadrupolar nucleus. While the exact
nature of these differences and the consequences for sample optimization will be investigated elsewhere, it shows the
capabilities and usefulness of ICA for investigating NMR data of superionic conductors for nuclei with a spin larger
than 1/2. In particular, SAE detection appears well suited since it selects coherence pathways that predominantly lead
to non-Gaussian features in the spectra as obtained by Fourier transform of the echo transient. While considerable
variations of features and sequence of the dominant independent components are observed, the differences between
independent components could be justified by sample behavior that had already been investigated previously by other
means. Furthermore, for a given analysis protocol the results appear suitably robust for using them as input of a neural
network, for example for sample screening. Therefore, it appears promising to look into this possibility in more details
in the future.

5 Conclusion

The use of ICA for the analysis of multidimensional NMR experiments with transient spin-alignment echo detection
was demonstrated. ICA provided stable, statistically independent correlation maps and the corresponding spectra. It
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was possible to select the “Li NMR spectra as well as the correlation map as the independent component. The former
takes advantage of variations in the spectrum of different environments, and the latter of varying dynamics.

The ICA could be conducted before or after a Laplace inversion of the relaxation and SAE dimensions. The former
has the advantage that ILT, which is computationally more demanding than ICA, only needs to be conducted on a
reduced number of independent components that show significant variations of the NMR spectra. Thereby, ICA acts
as a data reduction step. The latter seems to show a better contrast, with density distributed across a larger number of
eigenvalues in a PCA.

LGPS material from two different batches was investigated. The results showed substantial differences in their spectral
and relaxation behavior, which could be explained with previously known or suspected materials properties, and which
could be attributed in some way to ionic mobility. The evolution of different relaxation orders has been observed. The
obtained independent component, combined with further analysis based thereon, suggest a slightly different explana-
tion, yet identical origin for asymmetric spectral features as had been previously discussed [33]. ICA was well suited
to separate central and satellite transitions of the “Li NMR spectrum. Both of them showed a high sensitivity and
thereby a good contrast for material variations. This suggest that an ICA based protocol could be used for system-
atic material optimization and screening applications. Thereby, an important factor appears to be the nature of NMR
spectra of quadrupolar nuclei with high mobility in a solid matrix, which show residual quadrupolar coupling yet not
a featureless inhomogeneous broadening that approaches a Gaussian distribution. This behavior has been widely ob-
served for superionic compounds [29]. Nonetheless, a wider application of ICA, particularly for nuclei with spin 1/2
or in combination with multidimensional experiments where a second dimension provides contrast that allows for a
more pronounced resolution of spectral features, should not be precluded either.

LGPS shows a diverse dynamic behavior with various different processes coupled by exchange interactions, which
makes an identification of individual contributions challenging. A promising strategy could be the combination of
temperature dependent NMR experiments with ICA and ILT analysis, intrinsically coupled with numerical ab initio
simulations [58]. Thereby, certain dynamic processes could be frozen out, which then would allow a better spec-
troscopic characterization and, by following the different contributions, observation of their evolution and onset of
exchange as a function of temperature.

ICA based data analysis may appear rather complex at first for manual analysis. However, the obtained independent
components could be related to the physical behavior of the sample. In addition, the obtained features were challeng-
ing to extract by more classical analysis techniques, and a tool such as ICA that provides statistically independent
features in the data is a welcome addition for the analysis of samples where a variety of different effects influence
measurement results. Only the combination of multi-dimensional experimental data with analysis techniques capable
of separating hidden correlations may prove successful to provide a full understanding of the obtained experimental
results. Furthermore, since the obtained results of a combined ICA and ILT analysis can be correlated with physi-
cal properties, this approach provides a promising data preprocessing approach for further automated analysis using
machine learning concepts.
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