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Abstract 

Increased hydrolysis of cocaine to non-toxic compounds is a promising way to prevent 

cocaine-induced toxicity. However, the short half-life of cocaine in the blood and the rapid 

conversion in the body to the hydrolysis-resistant metabolite benzoylecgonine, limits the 

therapeutic potential of serum proteins. Therefore, hydrolysis by tissue-specific hydrolases 

that do not generate benzoylecgonine deserves further investigation.  

Here, we report for the first time, the mechanism of cocaine hydrolysis by the human 

carboxylesterase 2. We have combined conventional and accelerated Molecular Dynamics, 

which allowed us to identify the structural motions of the α1 and α10’ helices that act as a 

putative lid. Quantum Mechanics/Molecular Mechanics calculations on the full cycle showed 

that the rate-limiting step is the formation of benzoic acid (deacylation step) with an ΔG of 

18.3 kcal.mol-1 (a value in close conformity with the experimental value of 19.7 kcal.mol-1).  
 

Keywords: human carboxylesterase 2, enzymes, Quantum Mechanics/Molecular Mechanics MD 
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1. Introduction 

Carboxylesterases (CEs, E.C. 3.1.1.1) are members of the family of serine hydrolases and 

are mainly localized within the lumen of the endoplasmic reticulum in different tissues, such 

as the liver, small intestine, and kidneys.[1] Several CE families (CE1-CE5) have been 

identified to date, but only three are currently characterized in humans (hCE1-hCE3), with 

most studies focusing on hCE1.[2]  

hCEs are known to be involved in drug metabolism due to their role in therapeutic drug 

clearance, but also by their ability to activate prodrugs such as anticancer agents.[3] In general, 

they promiscuously catalyze several hydrolytic reactions with multiple endogenous and 

exogenous substrates (e.g. esters, thioesters, carbamates, and amides) into the corresponding 

carboxylic acid and alcohol products.[4] These products are usually more polar than the 

reagent, which results in a water solubility increase. This mechanism aids the elimination of 

ingested exogenous esters that might be potentially hazardous to the organism.[5] 

hCE1 and 2 display broad substrate specificity; however, hCE1 is more active towards 

substrates with a small alcohol group and a large acyl group, although sometimes it can accept 

structurally distinct alcohol moieties.[6] Conversely, the hCE2 enzyme recognizes substrates 

with large alcohol groups and small acyl groups, translating into higher substrate specificity.[7] 

Cocaine is the most studied CEs substrate, and its metabolism has been extensively 

analyzed in animal and human cells, both in vitro and in vivo. The hCE1 and 2 isoenzymes 

have different ester sites for cocaine hydrolysis. hCE1 catalyzes the hydrolysis of the methyl 

ester, resulting in benzoylecgonine (BzE) and methanol, while the hCE2 catalyzes the benzoyl 

hydrolysis to obtain ecgonine methyl ester (EME) and benzoic acid. Although EME and 

benzoic acid metabolites have a pharmacologically inactive profile,[8] the metabolite BzE, 

converted by hCE1, is a stronger vasoconstrictor than cocaine-like drugs (for example 

norcocaine and norepinephrine).[9] In addition, BzE is a zwitterion extremely difficult to 

hydrolyze in the body. The largest retention time of cocaine is responsible for its induced 

long-term toxicity.[10]  

In the same line of hCE1 and 2 activity, the blood plasma butyrylcholinesterase was found 

to also catalyze the in vivo hydrolysis of cocaine in EME and benzoic acid. Nonetheless, the 

wild-type metabolic activity is considerably higher towards the biologically inactive 

enantiomer (+)-cocaine when compared to the naturally occurring (-)-cocaine. The (+)-

enantiomer is quickly cleared from plasma (within seconds) before reaching the central 

nervous system (CNS),[11] while the active (-)-form remains in circulation for more than 45 

minutes. This time-span is sufficient for the latter to reach the CNS, which has a maximum 

cocaine response profile within a minutes time frame.[12] Recently, this enzyme was been 

reengineered to perform (-)-cocaine detoxification, and their catalytic efficiency was 

increased more than 2000-fold.[13,14] Nonetheless, the short half-life of cocaine in the blood 

and the fast conversion to the hydrolysis-resistant metabolite (benzoylecgonine) in the body, 

limit the therapeutic applications of these enzymes. Therefore, hCE2 has the most desirable 

metabolic pathway considering that its products are less toxic and more easily excreted.  

Mechanistically, the CEs hydrolytic reactions follow the classical ping-pong bi-bi reaction 

mechanism of serine hydrolases, via the formation of two tetrahedral intermediates and an 

acyl-serine enzyme intermediate. The catalytic triad is usually composed by the Ser-His-

Asp/Glu residues, although other variations are known to occur.[7] The first hCE1 mechanism 

was proposed[15] as a single-step process, where the reaction moves from the reagents to the 

acyl monomer with a single first transition-state (TS), and the system resolved into the 

products with a second TS. Later, a second mechanism was reported[16] as a double-step 

mechanism with the classical ping-pong bi-bi reaction, where the stationary points are 

connected by four TSs. This mechanistic divergence is due to the different methodology used 

by these teams. Despite these variations, the first TS was pointed out as the rate-limiting step 

in both works, with free energy barriers close to the experimental results of 21.5 kcal.mol-1.  
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The hCE2 has been gathering interest for clinical settings applications on account of its 

ability to selectively activate and eliminate (pro)drugs;[17] for instance, a prodrug of 

gemcitabine (LY2334737) is only activated by hCE2.[18] Yet, the heterogeneity of the hCE2 

N-glycan structures hinders its structural determination, so that only the hCE1 was 

structurally characterized by X-ray crystallography studies.[19,20] Understanding the detailed 

enzymatic mechanism of hCE2 can provide important insights for the design of novel 

pharmaceutical enzymes and their drug analogs activation (like the LY2334737).  

Here, we performed conventional and accelerated MD simulations and calculated, using 

Quantum Mechanics/Molecular Mechanics methods, the one- (1D) and two-dimensional (2D) 

profiles for the complete catalytic mechanism of cocaine hydrolysis. We identified the 

structural movements of the α1 and α10’ helices that act as a putative lid. 

 

2. Results 

2.1. Structure of the hCE2 enzyme 

The hCE2 has the typical α/β hydrolase-fold of the serine hydrolase superfamily. The 

active site is located in the catalytic domain and surrounded by the α/β and regulatory 

domains (Figure 1), containing the classical Ser-His-Glu catalytic triad. The serine residue 

(S201) acts as the nucleophile in the acylation step, while the histidine (H448) function as an 

acid/base (responsible for proton transfer between the catalytic serine and the substrate) and is 

stabilized by a nearby glutamate residue (E334). The oxyanion hole region is composed by 

the backbone amides of G122, G123, and A202.[21] This spatial arrangement of hydrogen 

bond donors is responsible for the stabilization of a negative charge that is developed during 

the catalytic mechanism on the oxygen atom of the tetrahedral intermediates (INT-1 and INT-

2). Similar to the isoenzyme 1, the hCE2 displays two main pockets (acyl and alcohol) that 

accommodate the substrate in the active site.[22] The main residues that line these two pockets 

are illustrated in Figure S1. Resembling to what has been determined for the hCE1,[23] the 

catalytic triad and oxyanion hole residues of the hCE2 subdivides the active site into two 

regions with different polarities. The acyl pocket is mainly surrounded by hydrophobic 

residues (most of them Leucines) that may stabilize the acyl unit of the substrate by Van der 

Walls (VdW) interactions. On the other hand, the alcohol pocket is less hydrophobic, 

presenting more aromatic and basic residues.  

The active site is capped with two α-helices (α1 and α10’, Figure 1) that mediate the 

substrate access to the active site by switching between open/closed conformations.[24] We 

have performed aMD simulations to obtain the open conformation. In this kind of simulation, 

a potential energy term is added that allows overcoming the free energy barriers in the protein 

landscape and accessing rare events.[25] During the 50 ns aMD simulation performed, we 

observed that α1 and α10’ helices move considerably (Figure 1 and S2). The largest 

movement was in the α10’ helix, with a value of up to 4.4 Å, while the α1 helix only varies up 

to 2.4 Å (Figure S2). The 50 ns aMD trajectory was clustered into open and closed 

conformations (Figure S3). The open conformation, which allows the substrate to enter the 

active site, was selected for docking of the INT-1 structure.  

To evaluate the main movements throughout the simulations we performed PCA analysis. 

It is based on a mathematical covariance-matrix-based technique capable of capturing the 

divergence of coordinates during the simulation, taking into account a reference structure. The 

three main principal components identified (PC1, PC2, and PC3) account for around 74 % of 

the enzyme’s motions (Figure S4). The analysis was performed to the Cα of the enzyme, 

primarily scanning the whole protein landscape, which resulted in low overall representation.  
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Figure 1. Superimposition of the cMD (after 100 ns, colored) and aMD (active conformation cluster, silver) 

structures of hCE2. The catalytic domain is shown in green, the regulatory domain in yellow, and the α/β domain 

in blue. The active site, where the sidechain of the catalytic serine is represented, is capped by two mobile α-

helices (α1 and α10’) that act as a putative lid. 

 

The modeled nature of the protein could be inducing the N- and C-termini to influence the 

results. PCA was then adjusted to the residues comprising both α1 and α10’ regions alone, 

corresponding to the above-mentioned value. We considered that the α10’ movement would 

lead to movement of the regulatory domain; however, the helices seemed to be the main 

contributors for the protein movement, as the inclusion of the regulatory domain in the 

analysis decreased PCA to ≈ 60 %. PCA output was then used to calculate the free energy 

landscape (FEL) (Figure S5). 

To further evaluate the nature of the motions, we analyzed the transition pathways in the 

webserver eBDIMS, which relies on the essential dynamics-refined elastic network model 

force field. The platform iteratively performs model evaluations and defines a starting 

structure for the projection by overlapping the two best-score normal modes (NMs) with the 

modeled transition. For our system, the NMs represent ≈ 61 % of the movements involved, 

with an initial RMSD of 3.40 Å and a final RMSD of 0.34 and 0.32 Å for forward and reverse 

transitions, respectively (Figure S6). 

With an open conformation established, we subjected the system to the flexible side-chain 

covalent docking method. This covalent method differs from the “free” counterpart by 

anchoring the backbone of the functionalized serine residue. The remaining bonds that are 

capable to rotate are set free to identify the best position. This placed the benzoyl group in the 

acyl pocket and the EME group in the alcohol pocket with a binding energy of -7.86 kcal.mol-

1. The system was then minimized through cMD, in order to achieve the local minima. The 

final structure was then selected to perform QM/MM calculations to study the catalytic 

mechanism of (-)-cocaine hydrolysis. 

 

2.2. First reaction step: release of ecgonine methyl ester 

The first half part of the (-)-cocaine hydrolysis catalytic cycle (also known as the acylation 

step) concerns the release of the EME to generate the enzyme-activated monomer (EAM) 

structure (Scheme 1). 
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Scheme 1. First half part of the reaction mechanism for the hCE2 (-)-cocaine hydrolysis: release of EME. 

 
The reaction mechanism begins with the entry of a (-)-cocaine molecule to the enzyme’s 

active site pocket. The ecgonine ring and the methoxy group of cocaine make VdW 

interactions inside the pocket that accommodate this portion of the molecule: hydrophobic 

residues L77, F81, and L452 interact with the ring; W337 and P441 with the methoxy group 

(Figure S7). In the RC structure (3.1 Å, Figure 2A), a hydrogen bond is formed between the 

A202 amide hydrogen of the oxyanion hole and the carbonyl oxygen of the substrate (2.0 Å 

distance). Proton transfer to the H448 residue (1.9 Å and 154.7°, Figure 3A) occurs 

simultaneously with the nucleophilic attack by the S201 oxygen atom (OSer) on the benzoyl 

carbonyl carbon atom of cocaine. The first transition state (TS1) has a free energy barrier 

(ΔG⧧) of 6.8 kcal.mol-1 and is resolved into the INT-1 structure, which is 3.4 kcal.mol-1 below 

TS1 (Figure 3B). In the INT-1 structure (Figure 2C), the histidine residue is positively 

charged and stabilized by the glutamate residue (E334). The oxyanion hole backbone amides 

of G122, G123, and A202 are now stabilizing the developed negative charge on the 

tetrahedral INT-1 oxygen atom (the H bond distance is 1.8 Å with the glycine residues and 

1.9 Å for the alanine residue). 

 

 
Figure 2. Active site pocket reference structures of the stationary points optimized with PM6/parm99SB: RC 

(A) and INT-1 (C). 2D-PMFs for the first (B) and second (D) steps calculated with B3LYP/6-31G(d,p)[26] and 

Grimme D3 dispersion.[27] The key distances are given in Å and the relative energy values in kcal.mol-1.  
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The reaction proceeds with the release of the EME (Scheme 1) to form the EAM structure. 

For that, the positively charged histidine needs to transfer its proton to the alcohol oxygen 

atom of the EME group (Oee, Figure 2). The TS2 is 6.5 kcal.mol-1 above the INT-1, and the 

EAM is 10.1 kcal.mol-1 below TS2 (Figure 2C).  

The overall TS2 ΔG* of 9.9 kcal.mol-1 reflects the higher distance of the HE2 of H448 

towards the ecgonine oxygen (Oee) when compared to the serine’s oxygen (OSer). Also, the 

angles are far from ideal to move the reaction forward (β=126.9° and γ=164.7°, Figure 2C) 

and the reverse reaction is favored with a lower free energy barrier (3.4 kcal.mol-1, Figure 2B). 

 

 

2.3. Second reaction step: release of benzoic acid 

The second half part of the (-)-cocaine hydrolysis cycle (also known as the deacylation 

step) concerns the release of benzoic acid to generate the product complex (PC, Scheme 2).  

The active site pocket with the EAM structure contains a large number of water molecules 

(Figure 3A). The nucleophilic attack of a water molecule to the covalently bonded substrate 

carbonyl carbon (2.2 Å, Figure 3A) generates the INT-2 structure. The energy barrier for this 

reaction (TS3, Figure 3B) amounts to only 2.1 kcal.mol-1. 

Alike the INT-1 structure, the oxyanion hole oxygen atom of the INT-2 structure makes 

three hydrogen bonds with the backbone amide groups of G122, G123, and A202 (the 

hydrogen bond distances are 1.6, 2.0, and 1.7 Å, respectively). These interactions stabilize the 

negative charge developed in this oxygen atom.  

 
Scheme 2. Second half part of the reaction mechanism for the hCE2 (-)-cocaine hydrolysis: release of benzoic 

acid. 

 
 

The H448 residue (Figure 3C) is at a similar distance to both oxygen atoms that move the 

reaction forward (OSer, 2.2 Å) or backward (OWAT, 1.8 Å). The INT-2 (Figure 4C) is 

exergonic in relation to the EAM with a ΔG of -9.3 kcal.mol-1. 

Then, the system evolves towards the release of the benzoic acid molecule (PC, Scheme 

2). The final transition state (TS4, Figure 3D) has a ΔG⧧ of 18.3 kcal.mol-1 (Figure 3D). The 

PC is 10.0 kcal.mol-1 above the INT-2 (Figure 3D) and the enzyme ready for another turnover 

of cocaine hydrolysis.  

The reported turnover number (kcat) by Potter and co-workers[28] is 0.0889 s-1 for the 

hydrolysis of (-)-cocaine to afford EME and benzoic acid. According to Eyring’s equation,[29] 

this corresponds to a free energy of about 19.7 kcal.mol-1 at 37 °C. Our simulations suggest 

that the rate-limiting step is the formation of benzoic acid (TS4) with a ΔG⧧ of 18.3 kcal.mol-1, 

which is in excellent agreement with this value. Chao et al.[30] also reported that the 

deacylation step was the rate limiting-step of cocaine hydrolysis by butyrylcholinesterase. 
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Figure 3 Active site pocket reference structures of the stationary points optimized with PM6/parm99SB: EAM 

(A) and INT-2 (C). 2D-PMFs for the third (B) and fourth (D) steps calculated with B3LYP/6-31G(d,p)[26] and 

Grimme D3 dispersion.[27] The key distances are given in Å and the relative energy values in kcal.mol-1. 

 

 

3. Conclusion 

In this work, we have studied the helices movement that cap the active site by performing 

conventional and accelerated Molecular Dynamic simulations. Our structural analysis 

indicates that the α1 and α10' helices motion warrants an open conformation of the enzyme 

(allowing the substrate to enter into the active site). We observe a higher displacement of the 

α10' helix when compared to the α1, which is highlighted in the PCA and FEL results, and 

indicative of the role of both helices in the overall protein movements.  

The active site functionalized serine intermediate was placed in the open conformation 

structure resorting to the flexible side-chain covalent docking method. The benzoyl and the 

ecgonine groups were placed in the acyl and alcohol pockets, respectively, with -7.86 

kcal.mol-1 of binding energy. We used this structure for the cMD and QM/MM studies. Our 

calculated 2D-QM/MM profiles on the full catalytic cycle showed that the acylation step 

requires 9.9 kcal.mol-1 (TS2) to move the reaction forward (the TS1 is 6.8 kcal.mol-1 above the 

RC). This may be related to proton transfer that occurs concomitantly with CO bond 

formation/breaking: a combination of the higher distance of the HE2 atom of H448 towards 

the ecgonine oxygen (Oee) in comparison to the serine’s oxygen (OSer), expressing better 

positioned angles that favor the reverse reaction (TS1). In the deacylation step, the TS4 

(formation of benzoic acid) was identified as the rate-limiting step of the (-)-cocaine 

hydrolysis by the hCE2. This step requires 18.3 kcal.mol-1 to be achieved, being the higher TS 

in the whole cycle and in agreement with the reported experimental barrier.  

Since the hCE1 yields BzE (that is extremely difficult to hydrolyze) and the WT blood 

plasma butyrylcholinesterase is more active towards the biologically inactive cocaine 

enantiomer, the hCE2 has the most desirable metabolic pathway. Its metabolites are less toxic 
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and more easily excreted. These novel mechanistic insights about the hydrolysis of (-)-cocaine 

by the hCE2 are expected to benefit the discovery of new enhanced enzyme variants that are 

capable to better hydrolyze (-)-cocaine.  

 

4. Methods 

Modeling. A homology model of hCE2 was built using Modeller v9.24.[31] The crystal 

structure of hCE1 (PDB code 5A7F, 1.86 Å resolution, monomer)[32] was used as template 

and aligned with the “EST2_HUMAN” protein sequence (UniprotKB code O00748)[33] with 

the Clustal Omega server.[34] The protein sequence for the hCE2 model is presented in Figure 

S8. The model was then subjected to 100 ns of conventional Molecular Dynamics (cMD) 

before any analysis, with the settings described in the MD section below. 

Initial Setup. The protonation states (pH=7.4)[28] of the hCE2 model were assigned with 

MolProbity. The INT-1 and INT-2 residues were geometry optimized in Gaussian09[35] using 

B3LYP[26] with the 6-31G(d) basis set and a Polarizable Continuum Model solvent 

description.[36] The atomic partial charges were calculated from the optimized structure 

resorting to the Restrained Electrostatic Potential (RESP) method[37] from the HF/6-31G(d,p) 

single-point energy calculations. 

Molecular Docking. The initial position of the INT-1 was obtained by the flexible side-

chain covalent docking method[38] and performed with the AutoDock4.2 suite of programs 

using the Lamarckian Genetic Algorithm (LGA).[39] A total of 150 runs were carried out. The 

population was set to 300, the maximum number of generations 27,000, and the maximum 

number of energy evaluations 2,500,000. 

Molecular Dynamics. The cMD simulations were performed using the Amber molecular 

dynamics program (AMBER18)[40] with the parm99SB[41] and GAFF[42] force fields for the 

protein and ligand, respectively. The structures were placed within an octahedral box of ≈ 

13,500 TIP3P waters[40] and 6 sodium ions were added to neutralize the system. The systems 

were then subjected to two initial energy minimizations and 500 ps of equilibration in an NVT 

ensemble using Langevin dynamics with small restraints on the protein of 10 kcal.mol-1 to 

heat the systems. Production simulations of 5 ns were carried out at 310.15 K in the NPT 

ensemble using Langevin dynamics with a collision frequency of 1 ps–1. Constant pressure 

periodic boundary conditions were imposed with an average pressure of 1 atm. Isotropic 

position scaling was used to maintain pressure with a relaxation time of 2 ps. The time step 

was set to 2 fs. SHAKE constraints were applied to all bonds involving hydrogen atoms.[43] 

The Particle Mesh Ewald (PME) method[44] was used to calculate electrostatic interactions 

with a cut-off distance of 10 Å. The accelerated Molecular Dynamics (aMD) was conducted 

for 50 ns and the parameters selected based upon the system size, average dihedral, and 

potential energy: Edih= 7,561.8 kcal.mol-1, αdih= 373.1 kcal.mol-1, Etot= -118,535.1 kcal.mol-1 

and αtot= 9,476.0 kcal.mol-1.[45]  

Principal Components Analysis and Free Energy Landscape. Principal Components 

Analysis (PCA) was used to analyze the data from the aMD simulations, using the Bio3D 

package[46] (R statistical program). The protocol used was described by Gedeon et al.[47] The 

analysis was performed to the Cα of the total 8,287 system atoms. The PDB and trajectory 

structures were fitted and superposed to remove translations and rotations. The variance of the 

data in each principal component was evaluated by calculating eigenvectors and the 

corresponding eigenvalues. To evaluate on average how much each residue moves during the 

trajectory, we calculated the root mean square fluctuations (RMSF). Free energy landscape 

(FEL) calculations were performed on the CPPTRAJ module from AMBER18,[40] followed 

by elastic-network driven/Brownian Dynamics Importance Sampling (eBDIMS) to evaluate 

conformation transition pathways, calculated in the eBDIMS server (default parameters). 

Quantum Mechanics/Molecular Mechanics Calculations. The Quantum 

Mechanics/Molecular Mechanics (QM/MM) calculations[48,49] were performed using the 
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internal semi-empirical hybrid QM/MM functionality implemented in AMBER18[40] with 

periodic boundary conditions. The last MD structure of each complex was used as the initial 

structure for the QM/MM calculations. The PM6 semi-empirical method[50,51] was employed 

to describe the QM region while the MM region was described by the parm99SB force 

field.[41] The reactions were conducted at 310.15 K.[28] Electrostatic embedding[52] was 

employed and the boundary treated via the link atom approach. Long-range electrostatic 

interactions were described by an adapted implementation of the PME method[44] for 

QM/MM.[53] For the 1D and 2D-PMFs the same set of reaction coordinates was used (Figure 

1): i) the distance between the H448 proton HE and the S201 oxygen atom (OSer, θ) and ii) the 

distance between the H448 proton HE and the substrate oxygen atom (Oee, ϕ). 

 

 
Figure 4. Division of the QM/MM system: all atoms inside the shaded shape belong to the QM subsystem in the 

QM/MM calculations. All other atoms belong to the MM subsystem. The link atoms are represented with a wavy 

bond. INT-1 R1=Ph, R2=EME, INT-2 R1=Ph, R2=H. 
 

In the 1D-PMF, one reaction coordinate was incrementally restrained in steps of 0.1 Å 

using the umbrella sampling method, except near the transition states where smaller steps of 

0.02 Å were employed. Then, and in accordance with our previous work,[54] the structures 

from the 1D profiles were used as starting points for the 2D-PMF scans. To keep the reaction 

coordinates at the requested distances and to ensure enough overlap between windows, an 

umbrella constraint force of 200 kJ.mol-1.A-2 was used along the reaction path and 

incrementally increased to 1,000 kJ.mol-1.A-2 as the reaction coordinates deflect from the 

minimum energy path. For every window, a total of 15 ps was simulated with a time step of 1 

fs. The distances were scanned from 1.4 to 2.5 Å (ω and σ, excepting the third step, where the 

scanned reaction vary from 0.9 to 2.5 Å) and from 1.0 to 2.0 Å (θ and ϕ) comprising a total of 

132 simulations for first, second and fourth steps, and 144 simulations for the third step. The 

PMFs were computed resorting to the Weighted Histogram Analysis Method (WHAM) with 

the Monte Carlo bootstrap error analysis[55,56] and the minimum energy path traced resorting 

to the MEPSA v1.4.[57]  

High-level Layer Corrections. For the high-level (HL) layer corrections of the 2D-PMFs, 

we resorted to the method described in detail in reference[58] which is based on the work of 

Truhlar and co-workers.[59,60] Multiple structures were retrieved from the 2D-PMFs and 

subjected to single-point calculations using the Gaussian09[35] program, first with the semi-

empirical PM6[50,51] and then with B3LYP/6-31G(d,p)[26] and Grimme D3 dispersion.[27] The 

corrected energies term (E) was interpolated from those structures employing the following 

equation (1): 

𝐸 = 𝐸 𝐿𝐿
𝑀𝑀

+ 𝑆(∆𝐸𝐿𝐿
𝐻𝐿) (1) 

Where the term ∆𝐸𝐿𝐿
𝐻𝐿 corresponds to the difference between the free energies for the HL 

layer set, calculated with B3LYP/6-31G(d,p)[26] and Grimme D3 dispersion[27] and PM6[50,51] 
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(low level (LL) theory), while S represents the cubic spline function of the difference between 

the HL and LL theory representing the QM region. 
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Figure S1. Schematic illustration representing the main residues that line the catalytic pockets of the hCE2. The 

different types of residues are color-coded: aliphatic (red), aromatic (green), acidic (orange), basic (blue), 

hydroxylic (pink), and amidic (dark blue). The catalytic triad and oxyanion hole residues are black dashed. 

 

 
 

 
Figure S2. RMSF for the simulated 50 ns of aMD. Residues of the α1 helix are represented in green and residues 

from the α10’ helix represented in yellow. 
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Figure S3. Cluster structures from the 50 ns aMD trajectory. The first frame of the trajectory is represented in 

red, and the yellow and blue structures concern the clustered structures. The green arrows correspond to the 

movement between the open and closed conformations. 

 

 

 
Figure S4. Bio3D PCA plot for the 50 ns aMD trajectory. The two-dimensional projection of each simulated 

frame reflects the product of the Cα coordinate in that specific frame with the eigenvector of the principal 

component. The results are time-related and color-represented (blue to green to pink). The fourth graph is a scree 

plot of the amount of variance of the data in each calculated principal component. 
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Figure S5. Free energy landscape (FEL) plots for the three combinations of principal components: PC1-PC2 (A), 

PC1-PC3 (B), and PC2-PC3 (C). 

 

 
Figure S6. Normal Mode of the transition pathway as calculated in eBDIMS (A) and initial and final RMSD for 

forward (in blue) and reverse (in orange) transitions (B). 
 

 

 

 
Figure S7. VdW interactions between the hCE2 active site and cocaine in the RC structure. 
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TFLGIPFAKPPLGPLRFAPPEPPESWSGVRDGTTHPAMCLQDLTAVESEFLSQFNMTFP

SDSMSEDCLYLSIYTPAHSHEGSNLPVMVWIHGGALVFGMASLYDGSMLAALENVV

VVIIQYRLGVLGFFSTGDKHATGNWGYLDQVAALRWVQQNIAHFGGNPDRVTIFGE

SAGGTSVSSLVVSPISQGLFHGAIMESGVALLPGLIASSADVISTVVANLSACDQVDSE

ALVGCLRGKSKEEILAINKPFKMIPGVVDGVFLPRHPQELLASADFQPVPSIVGVNNN

EFGWLIPKVMRIYDTQKEMDREASQAALQKMLTLLMLPPTFGDLLREEYIGDNGDPQ

TLQAQFQEMMADSMFVIPALQVAHFQCSRAPVYFYEFQHQPSWLKNIRPPHMKADH

GDELPFVFRSFFGGNYIKFTEEEEQLSRKMMKYWANFARNGNPNGEGLPHWPLFDQ

EEQYLQLNLQPAVGRALKAHRLQFWKKALPQKIQELEEPEERHTEL 

Figure S8. Protein FASTA sequence for the hCE2 protein “EST2_HUMAN” UniProtKB code O00748. 
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