PRISMA: A robust and intuitive tool for high-throughput processing of chemical spectra
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Abstract

The popularization of high-throughput spectroscopies to characterize functional materials requires the simultaneous development of new analysis tools to efficiently process large numbers of measurements into scientifically meaningful observables. Here we introduce PRISMA, an open-source tool to rapidly analyze hundreds of spectra in a semi-automated way. PRISMA follows a human-in-the-loop workflow, where the user interacts with an intuitive graphical user interface (GUI) to control multiple steps in the spectrum analysis process: trimming, baseline correction, and peak fitting. The user tunes the analysis in real-time and applies the optimal parameters to all spectra, outputting processed results in an easy-to-read csv format within seconds. Crucially, the tuned parameters are stored to guarantee the full reproducibility of the analysis. We describe the functionalities implemented in PRISMA and test its capabilities with three experimental cases relevant to the study of electrochemical energy storage and conversion devices: temperature-dependent Raman measurement of phase transitions, a linear Raman mapping of a graphite composite electrode, and an operando X-ray diffraction experiment of LiNiO\textsubscript{2} Li-ion electrode. Even if X-ray diffraction is not a spectroscopic technique, diffraction patterns are represented as one-dimensional arrays of counts equally suitable for analysis with PRISMA. The case studies demonstrate the robustness of the app and its ability to unearth insightful trends in peak parameters, which are easier to represent, interpret and further analyze with more advanced techniques.

Introduction

The rapid development of advanced tools for characterizing electrochemical energy storage and conversion devices (EESCDs) are popularizing high-throughput (HT) experiments. In HT experiments, a large number of measurements are acquired from different locations on a spatially-heterogeneous system (i.e., mapping) or from a system perturbed by temperature, electric potential, time, pressure, etc., to monitor its state, evolution, and degradation as a function of the perturbation variable. In particular, \textit{in situ} and \textit{operando} characterizations are increasingly used because the complex nature of the electrochemical environments requires studying functional materials within the working environment and while they operate. Typically, these experiments involve building a functional device (e.g., an electrolyzer, a Li-ion battery, etc.) into a special cell that enables operating the device and characterizing its components through special windows transparent to the probing radiation.

A significant portion of the portfolio of techniques applied to study EESCDs\textsuperscript{[1–5]} output a one-dimensional array of (photon/electron) counts whose indexes correspond to a scanning variable, e.g., energies in absorption spectroscopies, wavenumbers in vibrational spectroscopies, diffraction angles in diffraction-based techniques. We use the term spectrum to refer to the aforementioned array, acknowledging that while diffraction-based techniques are fundamentally different from spectroscopies, they share the same output data format.
HT experiments can generate hundreds or even thousands of spectra as a function of a perturbation variable (e.g. time, temperature, etc.), which are often modulated by instrumental, measurement, and physical factors that introduce undesirable data features, e.g., high noise, outliers, and unstable baselines. Conventionally, every spectrum is manually processed with basic techniques using commercial software (e.g., smoothing for noise reduction and outlier removal, polynomial baseline fitting to anchored points in the spectra), to then be represented into cascade or contour plots for drawing conclusions. When the experiment outputs several spectra, individual peak fitting is also useful to identify trends in peak parameters and deconvolute signals. However, as the number of spectra per experiment grows, a manual approach becomes not only cumbersome but also susceptible to arbitrary user decisions that can bias or negatively affect the reproducibility of the analysis. The automation of the whole analysis pipeline becomes necessary, but it is often difficult to implement in commercial software. Hence, many research groups resort to developing in-house and custom-made code that is rarely published, and even when it is, the code appears inaccessible to researchers with no programming experience. Ideally, any such tool should fulfill two main goals. The first is to assemble a library of spectrum-processing functions into an open codebase that can be operated, updated and populated by a broad community. The second goal is to make these tools accessible to researchers with no programming experience, via an intuitive graphical user interface (GUI). While there are notable tools available for processing spectra,[6–9] these either lack GUIs, or they implement components built on proprietary dependencies, or do not support high-throughput analysis, or the code is compiled hence restricted from community development.

Here, we present PRISMA, an app based on Python for reproducible, high-throughput processing of multiple spectra in an automatable way. A prototypic version of the code was already demonstrated to be critical in the elucidation of dynamic phenomena on Li-ion battery electrodes[10–12] and interfaces.[13] We now build from previous versions to produce an externalizable app addressing the scientific need for open, reliable, user-friendly and fast analysis tools to extract meaningful patterns from (time, voltage, temperature, spatially)-dependent spectroscopic experiments. In the following sections we provide an overview of the code implementation initially supporting three main processing functionalities, designed as modular building blocks to facilitate future implementations of novel analysis techniques. In addition, we describe the general analysis workflow and present three case studies testing the robustness of the PRISMA app and demonstrating its role in analyzing phase transitions, chemical maps and structural changes in temperature-, spatially- and time-dependent experiments, respectively. Finally, we discuss the value of PRISMA as a research tool and directions for future development.

**Code Implementation and functionality**

PRISMA is designed with the vision of the BIG-MAP project, which aims to accelerate the discovery of new battery materials.[14] The development of interoperable, community-wide research tools is essential within this vision.[15] Accordingly, the design of the app is guided by the goals of facilitating the implementation, deployment and interoperability of spectrum-processing tools. Python and its numerical computing library Numpy are highly popular for scientific programming,[16] and so they are obvious choices for implementing spectrum processing tools. In addition, we provide a GUI built with the ipywidgets module and rendered with the voilà package. For developers, the widget package enables building apps capable of running on the web browser using Jupyter Lab.[17–19] At the same time, end-users (e.g. researchers) interact directly with clickable components in the app and so they are not burdened with implementation details. Two key design choices are made to support code interoperability. First, spectra and its processing tools are decorated with metadata identifiers such that they can be
integrated to, e.g., ontology[20] and provenance management frameworks.[21] Second, the GUI components are independent from all core functionalities. In this way, the spectrum processing functions (e.g., the baseline subtraction algorithm) can be operated not only by the complementary GUI here developed, but also as an individual package and by any external code via an Application Programming Interface (API), opening the possibility of integrating the code with third-party apps and web services. Last, the code is published open source code to facilitate collaborative, third-party development of new functionalities. A complete documentation of the codebase can be found in reference [22].

PRISMA currently supports three main processing functionalities, summarized in Fig. 1.

**Spectrum trimming:** Cut a spectrum at the intervals defined by the user.

**Baseline correction:** Fits a baseline curve to a spectrum based on the Asymmetric Least Squares smoothing method (AsLS) developed by Eilers and Boelens.[23,24] While there are multiple approaches for baseline correction of spectra[25], which could also readily be implemented as part of PRISMA’s codebase, we prefer the AsLS method due to its relative simplicity, fast computation performance and excellent baseline estimation.[24] Furthermore, unlike traditional approaches, the user does not need to manually indicate anchor points in the spectrum to estimate its baseline, thus minimizing user intervention and facilitating the automation of the correction process. The method finds a curve being i) smooth, ii) faithful to the spectrum, and iii) asymmetrically penalizing positive residuals, where the analytical peaks are found. The optimal baseline signal $z_i$ is found by minimizing iteratively the penalized least squares function:

$$S = \sum_i w_i (y_i - z_i)^2 + \lambda \sum_i (\Delta^2 z_i)^2$$

where $y_i$ represents the spectrum counts and $\Delta^2 z_i = z_i - 2z_{i-1} + z_{i-2}$ quantifies the smoothness of the baseline. The user tunes the baseline via two main parameters:

- **Penalty $p$:** accentuate the relative importance (the weights $w_i$) of data points at the base of the spectrum. Larger $p$ include higher-valued data points in the fitting (Fig. 2a).
- **Smoothness $\lambda$:** control the smoothness of the baseline curve. Larger $\lambda$ result in flatter curves (Fig. 2b).
Figure 2. Effect of a. penalty (p) and b. smoothness (λ) parameters on the baseline of the Raman spectrum of hard carbon. c. Peak profiles implemented in PRISMA.

Peak fitting: Models a spectrum as a combination of peak profiles defined by an analytical expression. For each peak, the user specifies an upper and a lower bound defining the peak neighborhood, along with a maximum bound for the peak’s width. The code then fits the complete spectrum as a sum of peak profiles using the Trust Region Reflective Algorithm as implemented in the SciPy package.[26] The resulting fitting parameters (e.g., position, height and half width at half maximum) are used to characterize the spectrum. The peak profiles included in PRISMA (Table 1) describe the most commonly found peak profiles, which are naturally (Lorentzian), partially (Pseudo-Voigt) or heavily (Gaussian) broadened by the measurement conditions.[27,28] Figure 2c highlights differences among peak profiles: Lorentzian profiles exhibit longer tails compared to Gaussians, while Pseudo-Voigt profiles with 50% Gaussian/Lorentzian mix result in an intermediate profile.
Table 1: Three peak profiles implemented in PRISMA, defined by the peak height $h$, the half-width at half-maximum $w$ and the center $p$.

<table>
<thead>
<tr>
<th>Peak profile</th>
<th>Description</th>
<th>Analytical expression</th>
<th>Peak profile Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lorentzian</td>
<td>Spectral bands where natural broadening is dominant.[27,29]</td>
<td>$L(x) = \frac{hw^2}{(x-p)^2 + w^2}$</td>
<td>$A = \pi hw$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Spectral bands dominated by measurement broadening.</td>
<td>$G(x) = he^{-\frac{ln(2)(x-p)^2}{w^2}}$</td>
<td>$A = \frac{\pi}{\ln(2)} hw$</td>
</tr>
<tr>
<td>Pseudo-Voigt (50% Lorentzian)</td>
<td>Intermediate case between Lorentzian and Gaussian profiles.</td>
<td>$P_{50%}(x) = \frac{1}{2}L(x) + \frac{1}{2}G(x)$</td>
<td>$A = \frac{1}{2} \pi hw \left( 1 + \frac{1}{\sqrt{\pi \ln(2)}} \right)$</td>
</tr>
</tbody>
</table>

Methodology: Case Studies

Case 1: Melting transition of ethylene carbonate. Temperature-dependent Raman measurements were carried out on 1 ml of ethylene carbonate (E-lyte) in a glass vial placed inside a custom-built temperature control chamber. The temperature ramp was set to heat from 25°C to 65°C within 7 hours, using a digital temperature controller Eurotherm. The Raman spectra were acquired with Bruker MultiRAM FT-Raman spectrometer fitted with a liquid nitrogen cooled Ge-diode detector, probing with a 1064 nm laser wavelength at 400mW of laser power. A total of 150 spectra were recorded over 100 scans at 4 cm$^{-1}$ resolution, each at 0.26°C temperature intervals.

Case 2: Raman mapping of a composite graphite electrode. The composite graphite electrode was manufactured by CIDITEC using the following composition: 15-4 Graphite (IMERYS), 94 wt%; C45 Carbon Black (IMERYS), 2wt%; BM451B SBR (ZEON), 2 wt%; Carboxymethyl cellulose binder: Walocel CRT2000(DOW), 2 wt%. The Raman spectra were acquired with a HORIBA LabRam HR Evolution confocal Raman spectrometer using 50x long working distance objective and 488 nm laser wavelength (filtered to 5% laser power, c.a. 2.5 mW), 300 nm grating and 150 seconds total acquisition time. The confocal hole was set to 200nm. The line scan was recorded over 60 μm with a spectrum recorded every 0.5 μm.

Case 3. Operando X-ray diffraction of LiNiO$_2$. The LiNiO$_2$ slurry was prepared by mixing LiNiO$_2$ active material powder (BASF), PVDF (Sigma Aldrich) and carbon black (IMERYS, ≥ 96%) with a weight ratio of 93: 3.5: 3.5 in N-Methyl-2-pyrrolidone solvent. The slurry was coated on an aluminium foil and dried at 120 °C overnight. The dried material was scratched from the foil and cold-pressed into a pellet (7 mm in diameter and 152 μm in thickness) under 0.75 tons pressure and subsequently dried at 120 °C in a vacuum oven inside a glovebox overnight. A modified electrochemical-cell (ECC-OPTO) was assembled inside the glovebox using the pellet as cathode, a lithium foil with a diameter of 9 mm as anode and LP57 (E-lyte, 1M LiPF$_6$ in 3:7 EC/EMC) as electrolyte for operando X-ray diffraction (XRD) measurements; further details about the cell and its assembly can be found in reference [30]. Diffraction data were recorded on a Rigaku Smartlab diffractometer in reflection geometry with a CuKα ($\lambda_1 = 1.54059$, $\lambda_2 = 1.54441$ Å; $\lambda_2/\lambda_1$ intensity ratio = 0.5) radiation source. The diffraction data were collected every 16.5 minutes within a 2θ range of 10-130° with a step size of 0.01°.
The typical workflow when using PRISMA to analyze a sequence of dependent spectra is illustrated in the code documentation [22] and the Supplementary video. In short, the user:

1. Chooses a pipeline, i.e., a pre-defined recipe of spectrum processing steps.
2. Uploads the file(s) with the spectra. PRISMA offers three parsers able to load spectra in specific formats; i.e., as individual .txt files, as a single .txt file and as a single .csv file. For more details on the accepted file formats see Supplementary Table T1.
3. Selects a spectrum to visualize.
4. Tunes the processing parameters until reaching a visually satisfactory fit. For baseline correction, the parameters are the trimming interval and the λ and ρ parameters of the fit; for peak fitting these are the number of peak profiles, their bounding neighborhood and a maximum width limit.
5. Inspects whether the parameters enable satisfactory fits of other spectra or if they need further tuning.
6. Iterates between steps 4 and 5 selecting multiple spectra and evaluating the results by visual inspection, until finding satisfactory parameters that apply to most spectra.
7. Runs a high-throughput processing of all spectra with the chosen parameters.
8. Downloads the results for further analysis and plotting.

PRISMA also supports downloading individual .csv files of a processed spectrum that include baseline and peak profiles. This functionality renders the app suitable to analyze ex-situ, post-mortem and, in general, spectra generated from unrelated experiments. In this case, the previous workflow includes a 4.1 step to download the results of an individual spectrum and stops at step 4 after all spectra have been processed and downloaded individually.

In the following sections we demonstrate three representative battery examples using PRISMA. The cases studies aim to test the user experience, robustness to different datasets and illustrate the scientific value of PRISMA in accelerating the processing of raw spectra data.

**Case 1. Melting transition of ethylene carbonate.** Ethylene carbonate (EC) is an organic solvent widely used as component of Li-ion battery electrolytes due to its crucial role in forming stable solid electrolyte interphases (SEI).[31] EC is solid at room temperature but melts at 36.3°C.[32] We have recorded the Raman spectra of EC as a function of temperature, from 25°C to 65°C in order to monitor the melting transition. Figure 3a shows a contour plot of the resulting temperature-dependent spectra within the interval 2825 to 3150 cm⁻¹ where CH₂ vibrations appear[33] (complete range in Supplementary information Fig. S1). Figure 3b show samples of solid and liquid EC for comparison. Evidently, the spectra of solid and liquid phases remain stable except within the transition region between 35 and 40 °C, were most bands shift and change intensity.
Figure 3. a. Contour plot depicting Raman spectra of ethylene carbonate as a function of temperature in the range 2825 to 3150 cm$^{-1}$. b. Raman spectrum and the PRISMA app fitted curve of liquid and solid ethylene carbonate.

The spectra within the 2825 to 3150 cm$^{-1}$ wavenumber region was processed with PRISMA for baseline correction and to obtain peak fitting parameters based on three Lorentzian spectral contributions, named for convenience $\nu_1$, $\nu_2$ and $\nu_3$. Figure 4 shows the peak position and intensity trends as a function of temperature. As the transition temperature is approached, the bands shift in a non-monotonic fashion: $\nu_3$ from 3040 to 3030 cm$^{-1}$, $\nu_2$ from 2990 to 2998 cm$^{-1}$ and $\nu_1$ from 2926 to 2930 cm$^{-1}$. At the same time, the peak intensities of the two higher wavenumber C-H stretch bands vary very slightly, while the intensity of the lower wavenumber C-H stretching mode increases almost 3-fold during the state transition. The spectroscopic changes likely originate from the structural rearrangement and concomitant symmetry changes the EC molecule undergoes upon melting.[33–36] Notably, all trends display a clear discontinuity at the transition temperature.

Figure 4. Plots of the parameters for the PRISMA fitted spectral components a. positions and b. intensities of the C-H stretch region of ethylene carbonate, as a function of temperature.
PRISMA enables processing of the 100+ spectra generated in the experiment within a few minutes. The analysis results in feature-rich peak parameters trends, which constitute an alternative and more detailed representation of the system’s behavior. For instance, the intensity discontinuities in our case study would be difficult to observe in conventional spectrum representations such as contour (e.g., Figure 3a) or waterfall plots, but they are clearly visible in the representation of Figure 4a-b. In a broader sense, the peak parameter representation enabled by tools like PRISMA highlights peak shifts, intensity changes and trend discontinuities; all of which can prove crucial in understanding the solid-liquid, liquid-gas, crystalline-amorphous transitions, etc., inherent to the operation and stability of a wide range of functional materials.

**Case 2. Raman mapping of a composite graphite electrode.** Graphite is the anode material of choice for the Li-ion battery[37]. Typically, the electrode is fabricated as a composite of micrometre-sized graphite particles mixed with a conductive additive and coated with a binder onto a copper foil current collector (see image on the figure 5d). Here, we performed line scan of the graphite electrode along 60 μm, recording a Raman spectrum every 0.5 μm, which oversamples the scanning line given that the lateral resolution is 2.4 μm. As the laser probes the electrode along the line shown in the figure 5d, it encounters graphite particles fully or partially covered with the carbon conductive additive and binder, and particle interspaces, i.e. voids to be filled with electrolyte. The subtle differences between the Raman signatures of graphite and the carbon additive introduce spectroscopic changes along the scanning direction.

Graphite, as well as other carbonaceous materials, is typically characterized by D and G Raman-active bands that appear within the 1000-1700 cm\(^{-1}\) region and correspond to disordered and ordered domains in the graphitic structure, respectively.[38] The ratio between the two bands depends on multiple variables, including incident laser wavelength, degree of disorder, defects, surface groups, and crystalline size.[39] Disordered graphitic materials also exhibit a D’ band located at a slightly higher wavenumber than the G band and typically appear as a shoulder of the latter. In some cases, three bands are not sufficient for an adequate fitting of spectra from a composite graphite electrode.[40] A five-peak fitting model with D\(_1\)(D), D\(_2\) (D’), D\(_3\), D\(_4\) and G bands has been suggested to provide more accurate fits and insight into the structure and chemical nature of carbonaceous materials.[41,42] The additional two bands, D\(_3\) and D\(_4\) have been assigned to presence of amorphous carbon from the conductive additive, surface groups and impurities;[41,42] Figures 5e and 5f illustrate the 5-peak fitting model using Lorentzian peak profiles, from which the intensities are extracted and followed across the electrode.
Figure 5. Peak fitting of the line scan case study. a. Fitted D and G band intensities, b. Intensity ratio trend, and c. point-wise covariance between $I_G$ and $I_D$ numerical differences, as a function of the linear coordinate. d. Aligned optical image of the electrode, highlighting the line scan. Baseline-subtracted spectra fitted with the 5-Lorentzian band model from e. Point A and f. Point B along the linear mapping.

Figure 5a shows the fitted D and G intensities along the line scan, aligned with the optical image in Figure 5d. Given there is no autofocus functionality enabled during the scan, the recorded intensities are subjected to both i) topographic contrasts, originating from elevation changes relative to the axial position of the laser probe and ii) chemical contrasts, resulting from the mixture between graphitic and disordered carbon. We expect topographic changes (voids and hills) to affect the intensities of both D and G bands equally. Instead, chemical changes (order and disordered carbon) would predominantly affect the $I_G/I_D$ intensity ratio.[43] Based on these assumptions, we attempt deconvoluting topographic from chemical contrasts by computing two derived metrics: i) the $I_G/I_D$ intensity ratio, and ii) a point-wise covariance between the numerical differences of $I_G$ and $I_D$ trends. The covariance metric was chosen because its property to increase when $I_G$ and $I_D$ change simultaneously and decrease when $I_G$ and $I_D$ changes are uncorrelated. In other words, high $I_G/I_D$ ratios indicate graphite-rich regions, while high covariances are a proxy for elevation changes along the scanning direction.
The I\textsubscript{G}/I\textsubscript{D} trend in Figure 5b aids identifying highly crystalline graphitic regions; for instance, Point A coincides with a particle interspace that is filled with the disordered conductive carbon, according to the low I\textsubscript{G}/I\textsubscript{D} ratio. In contrast, the I\textsubscript{G}/I\textsubscript{D} ratio is high at Point B, where a big graphitic particle is clearly identified from the optical image. Interestingly, the covariance trends in Figure 5c appear decoupled from the I\textsubscript{G}/I\textsubscript{D} ratios, suggesting a successful deconvolution of chemical and topological contrasts. The covariance trends indicate a relatively flat region between 30 and -10 \textmu m suggesting that particle interspaces are filled with conductive additive. Conversely, elevation changes appear between -10 and -30 \textmu m and thus suggest the presence of large particles partially covered with conductive additive.

From the scientific perspective, this case study further illustrates the value of analyzing peak trends instead of raw spectra. First, the baseline subtraction step removes the underlying intensity contributions from the baseline and enables exclusive monitoring of the Raman-active signals. Second, derivative metrics computed from the peak trends might offer insightful descriptions, e.g., topographic contrasts, chemical heterogeneities, etc. From the user’s perspective, the challenging spectroscopic analysis of carbonaceous materials illustrates another advantage of PRISMA: its GUI enables a fluent feedback between tuning the analysis and visualizing the results. The user is able to quickly explore many analysis constraints—baseline parameters, number and constraints of peaks—in the pursuit for a fit both visually accurate and scientifically sound.

**Case 3. Operando X-ray diffraction of LiNiO\textsubscript{2}**. Challenges on the world supply of cobalt are fueling research efforts on the search for stable, high-energy and Co-free cathode materials for Li-ion batteries.[44,45] LiNiO\textsubscript{2} (LNO) is being revisited as a prominent candidate since it shares the layered crystal structure of already commercialized LiCoO\textsubscript{2} and NMC (Li\textsubscript{1-x}Mn\textsubscript{y}Co\textsubscript{z}O\textsubscript{2}) materials and deliver higher energy density; however, a series of cycling-dependent phase transitions are believed to limit its cycling reversibility.[46] Therefore, it is important to characterize the phase diagram and the structural relation between the observed phases in order to identify the structural culprits of cell degradation. We have performed operando XRD experiments during delithiation and lithiation of a LNO/Li half-cell. The evolution of the XRD patterns from the Li\textsubscript{x}NiO\textsubscript{2} electrode during galvanostatic cycling are characterized by multiple transitions among four phases (cf. Figure 6a): the initial hexagonal structure (H1) transforms into a monoclinic phase (M) during delithiation. By further delithiation another hexagonal phase (H2) is formed, which at high degree of delithiation transforms into an hexagonal phase (H3) with a significantly smaller interlayer distance. The reactions were shown to be reversible upon subsequent lithiation.[47,48]
Figure 6. (a) XRD contour plot of the 003 reflection of Li$_x$NiO$_2$ and voltage profile as a function of time during delithiation and lithiation. Single-phase regions are indicated using grey rectangle shade and biphasic regions are indicated between these single-phase regions; (b) example of PRISMA-fitted XRD pattern within H2 and H3 biphasic region (Red line indicates the selected XRD pattern)

The phase transitions of Li$_x$NiO$_2$ upon delithiation are accompanied with changes of lattice parameters and relative fraction of distinct phases, which will reflect on peak positions and intensities, respectively. These changes originate from a combined effect of the lithium-content ($x$) and Ni$^{3+}$ to Ni$^{4+}$ oxidation during Li$_x$NiO$_2$ delithiation.[49,50] Particularly, the c lattice parameter is known to undergo a dramatic decrease when H2 phase transforms to H3 because the Li-containing intralayer collapses at low lithium-content ($x$).[51] The large difference in lattice parameter c between H2 and H3 phases manifests as a shift of the 003 reflection of Li$_x$NiO$_2$ in XRD patterns.

We performed a HT fitting of the 003 reflection using PRISMA to obtain background-subtracted XRD patterns and peak fitting parameters including peak positions (d-spacings) and heights. The baseline subtraction procedure enabled decoupling the effects of interfering signals from the glassy carbon used as cell window (see Supp. Fig. S2). Two Pseudo-Voigt peak profiles were adapted to fit the 003 reflection: the first fits the 003 reflection at low angle (18.4° ≤ 2θ ≤ 18.7°), corresponding to H1/M/H2 phase regions; and the second fits the H3 phase at high angle (19.5° ≤ 2θ ≤ 19.7°). Figure 6b shows an example of PRISMA-fitted XRD pattern within the H2/H3 biphasic region. Evolutions of d-spacings and peak heights for the 003 reflection as a function of time upon delithiation and lithiation are presented in Figure 7a and b, respectively. The obtained evolution of d-spacings is highly consistent with that from Rietveld refinements and clearly shows a significant d$_{003}$ change between H1 and H3 phases. In addition, the peak intensity trends show the H3 phase appearing at cell voltages larger than 4.1 V vs. Li$^+/Li$ and becoming the dominant phase thereafter. The presence of a contracted H3 phase has been associated with intra-and inter-particle mechanical stresses leading eventually to particle cracking and the rapid degradation of the active material.[48,52–54]
Figure 7. (a) Voltage profile as a function of time during delithiation and lithiation; (b) Comparison of obtained d-spacing(003) evolution upon delithiation and lithiation from Rietveld refinement and PRISMA fitting; (c) PRISMA-fitted peak heights of the (003) reflection upon delithiation and lithiation.

PRISMA is by no means a replacement for structural refinement for phase identification. However, when analyzing hundreds of diffraction patterns, individual refinement becomes cumbersome and time consuming. Sequential refinement might automate the analysis of large number of patterns, but choosing the right initial structural model can be challenging for multi-phasic systems such as LNO. Here PRISMA becomes a complementary tool for quickly analyzing many patterns within a narrow region of interest, e.g. the 003 reflection for LNO reflecting cycling-dependent changes on the d_{003} spacing. Moreover, using PRISMA as an element in automated structural analysis of complex powder diffraction data from in situ and operando experiments could enable autonomous experimental control by providing on-line and real-time interpretation of crystallographic properties.

Conclusions and outlook

We introduce PRISMA as a general purpose and user-friendly tool for high-throughput analysis of spectra. The app abstracts away implementation details and enables researchers to focus on applying their knowledge and intuition for analyzing hundreds of spectra. Users execute an intuitive workflow essentially loading the raw files, tuning analysis parameters, visually inspecting the results and running a high-throughput processing step – all executed over few minutes. The graphical user interface is intuitive and provides a flexible control over the analysis parameters, which are saved for guaranteeing the reproducibility of the results. The app accepts general spectroscopic files (including diffraction patterns) with widely-used text formats, and outputs the results as .csv files that can be easily loaded to most...
scientific plotting software. We test the current version of PRISMA with three experimental cases frequently encountered in electrochemical energy storage research. The cases demonstrate i) the robustness of PRISMA to analyze spectroscopic and diffraction data with varying degrees of noise and baselines and ii) the benefits of analyzing peak trends for understanding the physicochemical phenomena underpinning the operation of functional materials.

More broadly, PRISMA also aims to become an interoperable platform connecting the development of spectra-processing tools, to their implementation, prototyping, and final deployment for general users. In this sense, we envision adding new tools i) to complement the current analysis pipelines (e.g. with outlier rejection and smoothing), or ii) to automate processing of spectra with fully autonomous algorithms,[7,25,55,56] or iii) to implement data-driven analysis via dimensionality reduction techniques[57,58] and trained machine learning models.[59]
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