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Abstract

Lipid monolayers provide our lungs and eyes their functionality, and serve as proxy

systems in biomembrane research. Therefore, lipid monolayers have been studied inten-

sively also using molecular dynamics simulations, which are able to probe their lateral

structure and interactions with, e.g., pharmaceuticals or nanoparticles. However, such

simulations have struggled in describing the forces at the air–water interface. Particu-

larly the surface tension of water and long-range van der Waals interactions have been

considered critical, but their importance in monolayer simulations has been evaluated

only separately. Here we combine the recent C36/LJ-PME lipid force field that in-

cludes long-range van der Waals forces with water models that reproduce experimental

surface tensions to elucidate the importance of these contributions in monolayer simu-

lations. Our results suggest that a water model with correct surface tension is necessary

to reproduce experimental surface pressure–area isotherms and monolayer phase be-

havior, while standard cuto↵-based CHARMM36 lipid model with the 4-point OPC
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water model still provides the best agreement with experiments. Our results empha-

size the importance of using high quality water models in applications and parameter

development in molecular dynamics simulations of biomolecules.

1 Introduction

Monolayers of amphiphilic lipids serve as a proxy for lipid membranes in studies of membrane

structure and membrane–protein interactions,1,2 since they are significantly more straight-

forward to study with wide range of spectroscopic and microscopic methods than lipid bilay-

ers.3,4 Moreover, lipid monolayers form functionally essential structures that line the alveoli

in the lungs and cover the surfaces of the eyes.5 In the lungs, a pulmonary surfactant (PS)

monolayer covers the alveolar liquid, preventing the collapse of the alveoli during exhala-

tion. In the eyes, a tear film lipid layer (TFLL) consists of a monolayer that separates the

tear fluid from the non-polar wax layer of the TFLL, thus helping the latter spread rapidly

between eye blinks. Both PS and TFLL are compositionally complex, likely to optimize

their mechanical behavior under dynamic conditions. Notably, this behavior depends on the

subtle balance of forces at the liquid–air interface.

A Langmuir trough enables the measurement of lipid monolayer surface tension as a

function of its area, thereby providing insighs into the behavior of PS and TFLL. Moreover,

monitoring the changes in the resulting surface pressure–area isotherms upon the addition

of biomolecules—such as proteins and drugs—into the aqueous subphase can be used to

understand their binding to membranes. Above the main transition temperature (Tm) of

the phospholipid, the monolayer remains in the fluid-like liquid expanded (Le) phase over a

large range of areas. Below the Tm value, Le phase transforms upon compression to a gel-like

liquid condensed (Lc) phase through a coexistence plateau.6 At very large areas, the pores

form in the monolayer and a gas–Le coexistence appears at very low surface pressures close

to 0 mN/m.

Due to their physiological importance, monolayers modeling PS or TFLL have been sub-
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ject to numerous computational studies which have utilized both coarse-grained and atom-

istic molecular dynamics (MD) simulation approaches.7,8 MD simulations are also used to

complement spectroscopic monolayer experiments, for example to understand ion binding

to membranes.9 However, MD simulations have struggled to correctly capture the interac-

tions at interfaces between polar and non-polar environments that provide PS and TFLL

their functionality,10,11 yet these interactions need to be properly balanced to reproduce ex-

perimental pressure–area isotherms.12–14 This discrepancy has been suggested to arise from

underestimated water–air surface tension of common water models14,15 and the truncation

of long-range van der Waals interactions which compromises the description of acyl chain–

vacuum interface.13,16,17

We have recently demonstrated that the CHARMM36 (“C36” from now on) lipid model13

combined with the 4-point OPC water model (“OPC4” from now on)18 provides nearly

quantitative agreement with experimental surface pressure–area isotherms of both single-

component15 and multi-component19 lipid monolayers. This is because OPC4 water model

reproduces the surface tension of water with a Lennard-Jones (LJ) cuto↵ of 1.2–1.4 nm that

is consistent with common lipid models such as the C3613 and Slipids20 ones. Thus, the

OPC4 water model enables more realistic simulations of lipid monolayers without the need

to re-parameterize the entire lipid model. However, this approach still su↵ers from the issues

related the missing attractive long-range van der Waals forces due to the truncation of the

LJ potential. On the other hand, these long-range van der Waals interactions are included

in the recent version of C36 lipid model, coined C36/LJ-PME,16,17,21 through a PME-like

algorithm.21–23 In this model, the glycerol and ester regions of lipids are modified to avoid

over-condensation resulting from the increased attraction.22,24,25

Our earlier studies14,15 suggest that a water model with correct surface tension is neces-

sary to reproduce experimental surface pressure–area isotherms and phase behaviour of lipid

monolayers. Inclusion of long-range LJ interactions increase the surface tension of the used

CHARMM-specific TIP3P (TIPS3P) water model,26,27 albeit not enough for it to match
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experiment.28 The C36/LJ-PME was demonstrated to reproduce the experimental surface

tensions at three di↵erent areas for a DPPC monolayer,16,17 yet its ability to reproduce ex-

perimental surface pressure–area isotherms or lipid monolayer phase behaviour has not been

evaluated.

Here, we aim to understand whether the ability of the water model to reproduce exper-

imental surface tension, the inclusion of long-range van der Waals interactions, or both are

critical for the correct description of lipid monolayers in MD simulations. Our results pave

the way toward more realistic simulations of lipid monolayers with applications in wide range

of fields from surfactant science to membrane biophysics and pharmacology. The method-

ological advancement following our results is not limited only to monolayer simulations.

Indeed, monolayer surface tensions are used as target parameters in the recently introduced

automatic parameterization strategy for C36/LJ-PME,17 which is expected to have wide

range of applications to in biomolecular simulations of systems with complex compositions.

2 Methods

We implemented the C36/LJ-PME model in GROMACS and used it to perform simulations

of pure air–water interfaces, lipid bilayers, and lipid monolayers—all with multiple water

models. All performed simulations are briefly listed in Table 1. The setup, simulation, and

analysis protocols are described in detail in the subsections below (other systems) or in the SI

(lipid bilayers). All simulations were performed using GROMACS 2020.29 For e�ciency and

consistency with the the CHARMM implementation, all the LJ-PME simulations performed

here with GROMACS used the Lorentz–Berthelot combination rules in the real space and

the geometric combination rules in the reciprocal space.21–23
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Table 1: Brief summary of the simulations performed in this work.

System Temperature Purpose

Air–water interface 298, 310, Evaluate �0 of 8 di↵erent water models with 4
8⇥3⇥5⇥10 ns=1.2 µs and 323 K di↵erent LJ cuto↵s (0.8–1.4 nm) and LJ-PME

POPC bilayers 298, 303, 308, Validate our C36/LJ-PME implementation
3⇥5⇥300 ns=4.5 µs 313, and 318 K and study its compatibility with 3 water models

DPPC bilayers 323, 328, 333, — ” —
4⇥5⇥300 ns=6.0 µs 338, and 343 K Also simulated with standard C36 + TIPS3P

POPC monolayers
298 K

Compare C36/LJ-PME with experimental
3⇥10⇥200 ns=6.0 µs isotherms at 10 areas and with three water models

DPPC monolayers
298 K

Compare C36/LJ-PME with experimental
3⇥14⇥300 ns=12.6 µs isotherms at 14 areas and with 3 water models

2.1 Implementation of C36/LJ-PME Parameters Into GROMACS

We first implemented the “Linkage” versions of the DPPC and POPC C36/LJ-PME mod-

els to GROMACS-compatible formats with TopoGromacs30 starting from the CHARMM-

compatible files downloaded from https://terpconnect.umd.edu/~jbklauda/ff.html. This

version of C36/LJ-PME presents minimal changes from the C36 lipid model, and only the

non-bonded parameters of the glycerol and ester groups were optimized, along with changes

in the respective dihedral parameters. Thus, for both DPPC and POPC, a total of 17 par-

tial charges, 2 Lennard-Jones parameters, and 33 dihedrals di↵er from their parametrizations

in the standard C36 model.13,16,17 The modified GROMACS-compatible topology files are

available in the SI.

We validated the parameter conversion by performing identical 300 ns simulations of

DPPC bilayer with OpenMM31 using C36/LJ-PME parameters in the original and in the

GROMACS-converted formats. These simulations provided essentially identical APL values

of 62.5±0.2 Å2 and 62.7±0.1 Å2, respectively.
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2.2 Surface Tension of Water Models

The surface tensions of eight commonly employed water models were evaluated at di↵erent

temperatures and with di↵erent LJ treatments by simulating the air–water interface.

We first generated a simulation box with 20052 water molecules and dimensions of

12⇥12⇥4 nm3. Next, the shortest box vector was extended to 22 nm in order to create two

interfaces between air (or vacuum) and water. This procedure was repeated for 3-point and 4-

point water models. Then, we simulated the systems using various 3-point and 4-point water

models; 3-point32 (OPC3) and 4-point18 Optimal Point Charge (OPC4) models, Simple Point

Charge (SPC)33 and its Extended variant (SPC/E),34 Three-site Transferrable Intermolec-

ular Potential (TIP3P)26 and its CHARMM-variant (TIPS3P),27 Four-site Transferrable

Intermolecular Potential (TIP4P),26 and its updated variant from 2005 (TIP4P/05).35

The simulations were performed in constant volume and temperature for 10 ns with

varying cuto↵ values for the Lennard-Jones potential. The simulations used a 2 fs time step.

Bu↵ered Verlet lists were used to keep track of atomic neighbours.36 Electrostatic interactions

were calculated using the smooth Particle Mesh Ewald algorithm.37,38 For the Lennard-

Jones potential, we used di↵erent cuto↵ values of 0.8, 1.0, 1.2, and 1.4 nm. CHARMM

force fields use a switch function for the LJ potential, but this would introduce an extra

parameter—the distance at which the switching begins—and thus we decided to always

shift the potential to zero at the cuto↵. We applied dispersion corrections39 to energy and

pressure, as these correction is used for monolayer simulations with CHARMM. However, the

e↵ect of dispersion corrections on the water–air surface tension is within the error estimate.15

We also repeated the simulations using LJ-PME.22,23 In all simulations, temperature was

controlled by the stochastic velocity rescaling algorithm40 with a target temperature of either

298, 310, or 323 K, and a time constant of 1 ps. The geometry of the water molecules was

constrained by the SETTLE algorithm.41

The surface tension values were extracted from pressure components normal (PN) and
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lateral (PL) to the interface as

�0 =
(PN � PL)⇥ Lz

2
. (1)

Here, PL = 1/2 ⇥ (Pxx + Pyy), and Pxx = Pyy due to symmetry, and the length of the

simulation box in the direction normal to the interface is Lz. The surface tension values

were extracted with gmx energy, and the standard error was obtained from block averaging

performed by gmx analyze. The last 9.9 ns of the 10 ns-long simulations were used for

analysis.

2.3 Lipid Monolayer Simulations

Standard setup with two monolayers separated by a slab of water on one side and by a large

vacuum space on the other side was used to simulate DPPC and POPC monolayers. The

starting structures were taken from our previous work.15 The simulations were performed

in the canonical ensemble (constant volume, temperature, and particle number) and with

periodic boundary conditions in all directions. Monolayers were simulated at di↵erent ar-

eas per lipid to construct surface pressure–area isotherms that are readily comparable to

experiments.

For both DPPC and POPC, simulations were performed with TIPS3P,27 the 4-point

OPC,18 and TIP4/0535 water models. These models were chosen, as the last two of them

show the best agreement with experimental water–air surface tension values, whereas the

first one is the standard water model of the C36/LJ-PME approach. The simulated DPPC

monolayers had areas per lipid of 51, 54, 57, 60, 63, 66, 69, 72, 75, 78, 86, 94, 102, and

110 Å2, and thus cover the Lc, Le, Lc/Le, and Le/gas regions of the experimental isotherms.

The POPC monolayers had areas of 58, 64, 70, 78, 86, 94, 102, 110, 118, and 126 Å2, covering

the Le, and Le/gas regions. The simulations were either 300 ns (DPPC) or 200 ns (POPC)

long, and the first 100 ns were omitted from the analyses, based on the convergence analyses
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from our recent monolayer work.15

The equations of motion were integrated with a leap-frog integrator and with a time step

of 2 fs. We used bu↵ered Verlet lists36 to keep track of atomic neighbours. The smooth

PME37,38 and LJ-PME22,23 approaches were used to evaluate the long-range electrostatic

and van der Waals interactions. The temperatures of the lipid and the solvent were coupled

separately to a Nosé–Hoover thermostat42,43 with a time constant of 1 ps. P-LINCS44,45 was

used to constrain bonds involving hydrogen atoms. The geometric combination rules were

used for LJ-PME, in line with the CHARMM implementation of C36/LJ-PME.21

The surface pressure of the monolayer ⇧ at an area per lipid of APL was extracted

from the surface tensions of the pure water–air interface (�0) and the lipid monolayer-coated

water–air interface (�(APL)) as

⇧(APL) = �0 � �(APL). (2)

The values of � were extracted using gmx energy, and the standard errors were obtained from

block averaging performed by gmx analyze. The �0 values were taken from the simulations

of the pure air–water interface with the corresponding water model. The error of ⇧ was

estimated as the sum of the standard errors of the corresponding �0 and � values.

The phase identity of each lipid was determined by clustering the 10th carbon atoms of

the DPPC chains using the DBSCAN algorithm.46 A chain was considered to be part of the

Lc phase, if it had 6 neighbors within 0.71 nm in the plane of the monolayer.

3 Results and Discussion

First we evaluated our GROMACS implementation of C36/LJ-PME by comparing the area

per lipid of DPPC bilayers at di↵erent temperatures with the data from the original C36/LJ-

PME publications,16,17 our standard C36 simulations, and with experiments (Fig. S1 in the

SI). All simulations give consistently slightly lower area per molecule than experiments for
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DPPC bilayer at 333 K. However, at 323 K, C36/LJ-PME simulated with GROMACS goes

into a ripple phase and gives significantly lower area per molecule than when simulated with

OpenMM. More condensed membranes and higher melting temperatures have been reported

also previously from C36 simulations with GROMACS and leap-frog integrator than from

OpenMM and Langevin integrator.47,48 In Fig. S2 in the SI, we demonstrate that switching

to Langevin integrator in GROMACS can melt the ripple phase in DPPC bilayer at 323 K,

suggesting that integrators are the source of the di↵erence. For more detailed discussion on

the bilayer results, see SI. We conclude that our C36/LJ-PME GROMACS implementation

with leap-frog integrator behaves well in temperatures that are not close to phase transition

temperatures, similarly to the regular C36 GROMACS implementation.
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Figure 1: Surface pressure–area isotherms for DPPC and POPC at 298 K obtained with the
C36/LJ-PME lipid model (LJ-PME) and with di↵erent water models in this work. Addition-
ally, data for the standard C36 simulated with OPC4 water, taken from our earlier work,15

are shown together with experimental data extracted from well-equilibrated monolayers.49

To test the performace of C36/LJ-PME in monolayer simulations, we compared the

surface pressure–area isotherms of DPPC and POPC monolayers with the isotherms from

standard C36 with OPC4 water from our previous work15 and experiments49 in Fig. 1.

Both systems are simulated at 298 K which is well below the Tm of DPPC, yet well above
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the Tm of POPC, therefore ensuring that we are not close to any phase transitions. The

C36/LJ-PME with the TIPS3P water model su↵ers from characteristic issues for monolayer

simulations performed with water models having too low surface tension: Negative surface

pressures, corresponding to non-physical states where the absorbance of a surfactant layer

increases the interfacial tension, appear above APL of 51 Å2 for DPPC and 70 Å2 for

POPC in C36/LJ-PME simulations. Furthermore, stable pores appear in monolayers at an

APL of 60 Å2 for DPPC (Fig. 2) and 86 Å2 for POPC, which are significantly below the

experimental values where the gas-Le phase coexistence begins; approximately 100–110 Å2

and 120–130 Å2, respectively.49,50 The opening of pores at too small APLs can be explained

by too low surface tension of the TIPS3P water model favoring the exposure of water surface

rather than the transition of most lipids to the Le phase upon increasing APL. Notably, such

pores may not appear in simulations with small box size due to finite size e↵ects,14 which

could be the case in monolayer simulations with 36 lipids used in the optimization protocol

of C36/LJ-PME model.17

Because C36/LJ-PME with TIPS3P showed characteristic behaviour for simulations with

too low water surface tension, we set out to find a water model that reproduces the exper-

imental surface tension with LJ-PME that could be used together with the C36/LJ-PME

lipid model. To this end, we evaluated the surface tension of eight water models at three dif-

ferent temperatures using di↵erent Lennard-Jones cuto↵ distances and Lennard-Jones PME

in Fig. 3. Water surface tension increases in all models with the increasing cuto↵, converg-

ing toward the values obtained with LJ-PME as expected. As shown also previously, OPC4

performs reasonably well with cuto↵s of 1.2 and 1.4 nm,15 but slightly overshoots the ex-

perimental value with LJ-PME. TIP4P/05 slightly undershoots water surface tension with

LJ-PME, whereas other models behave poorly, with TIP3P and TIPS3P underestimating

the experimental values by ⇡20 mN/m at all studied temperatures. Based on the results

in Fig. 3, we repeated the DPPC and POPC bilayer monolayer simulations using C36/LJ-

PME with OPC4 and TIP4P/05 water models that gave the best surface tension values with
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model with three di↵erent water models. The labels on top indicate the expected phases
based on experiments, whereas those on the snapshots show the observed ones with the used
model.

LJ-PME.

Area per lipid values from DPPC and POPC bilayers simulated at di↵erent temperatures

suggest that OPC4 water model is well compatible with the C36/LJ-PME parameters, yet

the use of TIP4P/05 water resulted in too large APL values, especially for POPC (Fig. S1

and discussion in the SI).

Next, we calculated the surface pressure–area isotherms for DPPC and POPC with these

models (Fig. 1). Large negative surface pressures were not observed in these simulations,

and monolayer phase behavior was consistent with experiments and the standard C36 model
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Figure 3: Surface tension of commonly used water models with di↵erent LJ cuto↵s and at
three temperatures.

with the OPC4 water (Fig. S3 in the SI). Instead of pore formation at too low areas, the

Le/Lc coexistence was observed for DPPC, as demonstrated in Fig. 2 between areas per lipid

of 57 and 75 Å2. The surface pressure of the coexistence plateau was captured by both OPC4

and TIP4P/05. However, in the Le region of DPPC with APLs above 75 Å2, OPC4 and

TIP4P/05 undershot the isotherms from experiments and standard C36 model based on LJ

cuto↵s.15 For POPC monolayer, simulations with TIP4P/05 give too low surface pressure at

all APLs.

Depending on the rate of compression, the experimental surface pressure–area isotherms

can greatly vary in their shape and positioning.12 However, this issue is more critical for small
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APLs, whereas the behavior of more expanded monolayers is independent of the compression

rate.51 Thus, we further evaluate our simulation models by analyzing the APL values where

pores begin to form in DPPC and comparing these to the experimental value from vibrational

spectroscopy.50,52 Fig. 4 suggests approximately linear dependence between pore formation

APL and surface tension of water in the simulation. However, the line fitted to the data

does not pass through the experimental data point, yet an o↵set of ⇡10 mN/m is observed,

suggesting that also adjustments to the C36/LJ-PME lipid model are required to correctly

capture the pore formation tension. In contrast, the simulations performed with the standard

C36 lipid model and the OPC4 water with LJ cut-o↵15 are in excellent agreement with the

experimental data point in Fig. 4. The discrepancy in pore forming APL may originate from

the procedure to derive C36/LJ-PME parameters where parameters were fitted to reproduce

the monolayer surface tension, �(APL) in Eq. (2), at three APL values.17 Because the surface

tension of the TIPS3P water model, �0 in Eq. (2), is too low, parameters that reproduce the

correct �(APL) lead to too low surface pressure, ⇧(APL) in Eq. (2).
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Figure 4: The dependence of the APL of pore formation in the DPPC monolayer on the
surface tension of the used water model. The points simulated with C36/LJ-PME fall on a
line that does not cross the experimental data point,50,52 whereas the simulation with the
standard C36 lipids, OPC4 water, and LJ cut-o↵ falls close to the experimental data point.
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4 Conclusions

Inclusion of long-range van der Waals interactions into C36/LJ-PME model is an impor-

tant step toward more realistic MD simulations of interfaces, reducing artefacts arising,

for example, from acyl chain–vacuum tension.16,17 However, C36/LJ-PME together with its

standard water model, TIPS3P, fails to reproduce the experimental surface pressure–area

isotherms and the expected phase behavior of DPPC and POPC monolayers. These discrep-

ancies result from too low surface tension of the TIPS3P water model. Combining C36/LJ-

PME lipid model with OPC4 water model—whose surface tension is closer to experimental

one—considerably improves the monolayer phase behavior and agreement with experimental

surface pressure–area isotherms. However, the pore forming pressure is underestimated by

10 mN/m when compared to experimental estimates.

In conclusion, the most realistic lipid monolayer simulations can be still performed

by combining the OPC4 water and standard C36 lipid model with cuto↵-based LJ treat-

ment.15,19 Surprisingly, inclusion of long-range van der Waals in C36/LJ-PME did not lead

to major improvements when compared with experiments, even though water model with

almost correct surface tension was used.

Potential reason for this could be use of TIPS3P water model, with surface tension of

approximately 20 mN/m too low, in the parametrization of C36/LJ-PME lipid model. This

underestimated water surface tension is balanced by monolayer tension when optimizing

against experimental surface tension values, which leads to underestimated surface pressure

values. Furthermore, the small monolayers used in the optimization may get trapped into

local minima with a very di↵erent surface tensions from their equilibrium values because the

formation of pores in prevented by finite size e↵ects.14

While the introduction of long-range van der Waals interactions in lipid bilayer and

monolayer simulations is highly desirable, we conclude that the correct water surface tension

is more critical to reproduce the experimental surface pressure–area isotherms and monolayer

phase behaviour. On the other hand, increasing number of studies suggest that properties of
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water model are critical in many applications of MD simulations, such as studies of protein

dynamics53 and conformational ensembles of disordered proteins.54,55 Therefore, using the

state of the art water models during the systematic parametrization of force fields would

most likely not only improve the description of monolayer behavior, but also facilitate other

applications of MD simulations.
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Lipid Bilayer simulations

Methods

We simulated DPPC and POPC bilayers with the C36/LJ-PME lipid model and with three

different water models and at 5 different temperatures to both validate our implementation

of the C36/LJ-PME model in GROMACS,1 as well as to study the effect of different water

models on the lipid bilayer behavior. DPPC and POPC bilayer simulations were set up

to mimic the DPPC bilayer simulations in Refs. 2 and 3 (larger system): Bilayers with a

total of 288 lipids and 31 water molecules per lipid were constructed with CHARMM-GUI.4

We performed the simulations at five temperatures for both lipid types; 323, 328, 333, 338,

and 343 K for DPPC and 298, 303, 308, 313, and 318 K for POPC. In addition to the
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TIPS3P model used in the original CHARMM36/LJ-PME,2,3 we repeated the simulations

with two additional water models, namely OPC4 and TIP4P/05, since they best described

the surface tension of water. We performed the simulations with the simulation parameters

suggested for GROMACS and CHARMM364 but with Lennard-Jones PME. Namely, these

agree with the simulation parameters used for lipid monolayers (see main text), except that

the pressures were additionally coupled semi-isotropically to a Parrinello–Rahman barostat5

with a target pressure of 1 bar, compressibility of 4.5×10−5 1/bar, and a time constant of

5 ps. We also repeated the DPPC simulations with the standard CHARMM36 lipid model

without LJ-PME,6 and for these simulations we only employed the TIPS3P water model.

All simulations were 300 ns long, and the first 100 ns was omitted from analyses.

The area per lipid was extracted by calculating the total bilayer area with gmx energy,

and dividing this by the number of lipids in one leaflet. The standard error was obtained

from block averaging performed by gmx analyze.

Evaluation of our Implementation of C36/LJ-PME in GROMACS

Overestimated melting points for DPPC and over-condensed lipid bilayers have been re-

ported when the standard C36 force field6 is used with GROMACS simulation engine.4,8

Therefore, we carefully evaluate here the performance of our C36/LJ-PME implementation

for GROMACS comparing the DPPC and POPC bilayer APLs against previous results and

experimental data in different temperatures in Fig. S1.

Our GROMACS implementation is in good agreement with the reported results from

C36/LJ-PME simulations with OpenMM for DPPC at 333 K and for POPC at 303 K.2,3 For

POPC, simulation results agree with experimental data,7 but give slightly too low values

for DPPC. However, at 323 K, the DPPC bilayer is in the ripple phase in C36/LJ-PME

simulations with GROMACS, thus giving smaller APL than in experiments and OpenMM

simulations. This is in line with the overestimated melting points for DPPC in the standard

C36 model when simulated with GROMACS.8
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Figure S1: Area per lipid of the DPPC (left) and POPC (right) bilayers simulated at dif-
ferent temperatures with either the standard CHARMM36 (C36) or the C36/LJ-PME (LJ-
PME) and with different water models. The black markers and the shaded region show
the experimentally determined area per lipid and its extrapolation to other temperatures
based on the thermal area expansivity values taken from Ref. 7. The data obtained with
CHARMM/OpenMM in Refs. 2 & 3 are shown in brown.

One of the main differences between standard GROMACS and OpenMM simulation

engines is the integrator; a Stochastic Langevin integrator is used in OpenMM, while a leap-

frog integrator is typically used in GROMACS simulations, although the Langevin integrator

is also supported. To investigate if the higher melting point in GROMACS could arise from

the different integrator, we repeated the GROMACS simulation of a DPPC bilayer at 323 K

five times using both stochastic Langevin and leap-frog integrators. These five repeats were

each 1 µs long. Two bottom panels of Fig. S2 demonstrate significant differences between the

repeats, as expected close to phase transition. Yet, the Langevin integrator clearly provide

a larger area per lipid.

Furthermore, we performed 5 repeats of the simulation with the Langevin integrator

starting from a ripple-phase bilayer (the final structure of a simulation with the leap-frog

integrator). The APL of these systems in the top panel of Fig. S2 demonstrates that the

Langevin integrator was able to at least partially melt the ripple phase, yet the behavior of
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the five repeats was again not fully consistent.

0 200 400 600 800 1,000
54
56
58
60
62
64
66

leap-frog

Time (ns)

54
56
58
60
62
64
66

Langevin

A
re

a
pe

r
lip

id
(Å
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Figure S2: Time evolution of the area per lipid of DPPC at 323 K simulated with either the
leap-frog or the stochastic Langevin integrators of GROMACS. Five repeats were performed
for each simulation. The simulation corresponding to the top panel was initiated from the
ripple phase, i.e. the final structure of the simulation with the leap frog algorithm.
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To conclude, our converted C36/LJ-PME parameters provide the same behavior in

OpenMM,2,3 except close to the liquid–gel transition of DPPC, where small differences in

the implementation of the algorithms between simulation engines and different simulation

times may dominate the results.

Fortunately, interesting phenomena in DPPC monolayers studied in the main text, such

as the Le/Lc phase coexistence, occur at room temperature which is well below the Tm of

DPPC. On the other hand, the Tm of POPC falls below the freezing point of water and is

thus not of importance. Therefore, the temperature in our lipid monolayer simulations is

sufficiently far from Tm of both lipids to avoid the sensitivity to simulation engine details.

Importantly, the introduction of LJ-PME does not introduce any possible new algorithm-

related sources for differences, as its implementations in these simulation engines use the

same combination rule strategy, i.e. the Lorentz–Berthelot rules are used in the real space

calculation, whereas the geometric ones are employed in the reciprocal space.9–11

Validation of C36/LJ-PME With Alternative Water Models

The areas per lipid of the DPPC bilayers simulated with the OPC4 and TIP4P/05 water

models are shown in orange and green in Fig. S1, respectively. While OPC4 shows great

agreement with experiment and slightly smaller values than the simulations with TIPS3P,

the values obtained using TIP4P/05 somewhat overshoot the experimental APL values.
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Lipid Monolayer Phase Behaviour
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Figure S3: The fractions of chains that show Lc- and Le-like packing in the DPPC monolayers.
Pores are present in the monolayer with TIPS3P at areas of 60 Å2 and larger, which results
in the high Lc-fraction.
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