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The description of each separable contribution of the intermolecular inter-

action is a useful approach to develop polarizable force fields (polFF). The

Gaussian Electrostatic Model (GEM) is based on this approach, coupled with

the use of density fitting techniques. In this work, we present the implemen-

tation and testing of two improvements of GEM: the Coulomb and Exchange-

Repulsion energies are now computed with separate frozen molecular densi-

ties, and a new dispersion formulation inspired by the SIBFA polFF, which

has been implemented to describe the dispersion and charge–transfer inter-

actions. Thanks to the combination of GEM characteristics and these new

features, we demonstrate a better agreement of the computed structural and

condensed properties for water with experimental results, as well as binding

energies in the gas phase with the ab initio reference compared with the previ-

ous GEM∗ potential. This work provides further improvements to GEM and

the items that remain to be improved, and the importance of the accurate

reproduction for each separate contribution.

a)Institut Universitaire de France, 75005, Paris, France; Department of Biomedical Engineering,

The University of Texas at Austin, Austin, TX 78712, USA

2



I. INTRODUCTION

The development of polarizable water models continues to be a field of intense

research1. As computational studies of biological systems are mostly performed in

liquid water when conducting molecular dynamics (MD) simulations, it is then pri-

mordial to develop an accurate and robust water model. The latter is therefore used

as an foundation for any polFF since water is very challenging to correctly describe

with either classical and polarizable potential forms. However, it is widely known

that polFF is able to better describe the molecular charge distribution thanks to the

use of multipoles instead of point charges, but also anisotropy effect among others.

Several polFF have been developed such as AMOEBA2, AMOEBA+3, SIBFA4,

EFP5, X-Pol6,7, NEMO8, or HIPPO9, that commonly share a main philosophy of

development: to reproduce each contribution of the intermolecular energy (Eint) po-

tential based on Energy Decomposition Analysis methods10–12 and/or the Symmetry-

Adapted Perturbation Theory.13–21 In those methods, Eint is decomposed into several

contributions such as the electrostatic (Coulomb), exchange-repulsion, polarization,

charge-transfer (charge-delocalization) and dispersion.

The Gaussian Electrostatic Model (GEM)22 also shares this approach. GEM uses

density fitting techniques23–25 with Hermite Gaussian auxiliary basis sets (ABSs)

to reproduce molecular electronic densities.26 Thanks to these key features, GEM

is able to describe with high accuracy the electronic density, and overcomes some

known limitations associated with a discrete description of the charge density, such

as the charge penetration error and inaccurate anisotropy effects. GEM has also been

applied to QM/MM simulations resulting in an accurate approach for the embedding

environment in a QM/MM context.27,28 Additionally, the use of Particle-Mesh Ewald

(PME)29 or Fast Fourier Poisson (FFP)30 methods enables the fast and efficient

evaluation of the required Gaussian integrals.31
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As previously reported by some of us,32 the Coulomb and exchange-repulsion

contributions calculated with frozen densities in the GEM context, when the densities

are fitted with small auxiliary basis sets require separate fitting coefficients. This

is due to the fact that small auxiliary basis sets are not capable of describing all

the details of the valence molecular electronic densities. Thus, fitting two sets of

coefficients allows for a better reproduction of the energies and forces.32 In this work,

we have then implemented the use of separate sets of Hermite coefficients to compute

Coulomb and exchange-repulsion energies.

Another challenge for polFF that aim to reproduce each separate intermolecular

interaction contribution is the charge-transfer term. In ab initio methods, several ap-

proaches have been proposed to define the charge-transfer (charge-delocalization).21,33,34

Similar to the exchange-repulsion, the pair-wise charge–transfer term behaves ex-

ponentially, and several methods forms have been proposed such as the analytical

form of charge-transfer and its gradients of the SIBFA35 polFF have been recently

implemented in the Tinker-HP package.36

Another approach is to neglect or approximate the charge–transfer contribution.

Due to its exponential behavior, this term has been included as part of the dispersion

contribution in a similar vein as the Lennard-Jones or Halgren potentials. Such as in

the case of the previous version of GEM, named GEM∗, which is a hybrid polarizable

force field defined as:

EGEM∗

tot = EGEM
Coulomb + EGEM

exch−rep + EAMOEBA
pol + EmodHalgren

disp+ct + EAMOEBA
bonded (1)

where the Coulomb (ECoulomb) and exchange-repulsion (Eexch−rep) terms are de-

scribed with GEM; the polarization, and bonded (Ebonded) terms are described with

the respective terms from the AMOEBA polarizable force field, and the charge-

transfer (Ect) and dispersion (Edisp) are approximated by fitting them together to

the modified Halgren term.
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In line with this approach, we propose here a modified dispersion functional form,

inspired by the SIBFA polFF potential. This work brings then improvements upon

GEM∗ and marks a step forward for the fully separable GEM.

The remainder of the article is composed as follows: we describe first the GEM

potential and the new dispersion function. This is followed by the results for water

computed with GEM in both gas and condensed phases compared with the previous

functional form and parametrization. We finally conclude and discuss on future GEM

works.

II. METHODS

In the original GEM∗ water model from Duke et al.31, the same fitted molecular

densities, ρ̃(r), expressed as an expansion of primitive Cartesian Hermite Gaussian

functions such as:

ρ̃(r) =
∑
k

xkk(r) (2)

were used to compute ECoulomb and Eexch−rep, which they can be expressed, respec-

tively, as follows:

EGEM
Coulomb =

∫
ρ̃A(rA)ρ̃B(rB)

rAB

dr +

∫
ZAρ̃B(rB)

rAB

dr +

∫
ρ̃A(rA)ZB

rAB

dr +
ZAZB

rAB

(3)

where ZA,B represents the nuclei of atom A and B, and rAB is the distance between

atoms A and B,

EGEM
exch−rep = K

∫
ρ̃A(r)ρ̃B(r)dr (4)

where K is a proportionality coefficient.
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For Edisp+ct, GEM∗ uses only the attractive term of the Halgren potential as

GEM∗ already describes repulsive interactions with molecular densities in Eq. (4).

EmodHalgren
disp+ct is defined as:

EmodHalgren
disp+ct = εAB

[
1.07R∗

AB

RAB + 0.07R∗
AB

]7
(5)

where εAB is the depth of the potential well, RAB and R∗
AB being respectively the

distance and the equilibrium distance between atom A and B.

In this work, we have implemented the ability to employ different frozen molecular

densities used to compute the Coulomb and exchange-repulsion. In this case, the ap-

proximate densities are now fitted to reduce the error for their respective components

with respect to their SAPT(DFT) couterparts. That is, the GEM density used for

the Coulomb interaction is fitted to minimize the error in Coulomb intermolecular

interactions, while the GEM density used for exchange-repulsion is fitted to minimize

the exchange-repulsion intermolecular error.32,37,38

Additionally, we have implemented a new dispersion formulation inspired by the

SIBFA polFF4 dispersion equation in the gem.pmemd code (AmberTools 21). Fol-

lowing the same approach as done in GEM∗ with the modified Halgren potential, this

new dispersion formulation also describes dispersion and charge-transfer interactions.

We denote GEM the polFF developed here which can be defined as:

EGEM
tot = EGEM

Coulomb + EGEM
exch−rep + EAMOEBA

pol + EGEM
disp+ct + EAMOEBA

bonded (6)

For ECoulomb, we have used the previously fitted density obtained from average molec-

ular densities of a selection of 500 water monomers extracted from the dimer surface

by Babin et al.39,40 to minimize the Coulomb intermolecular interaction of those

same 500 dimers using the SAPT2+3 level of theory as the ab initio reference31.

For Eexch−rep, we have fitted the molecular densities using the Smith dimers41 at the

SAPT(DFT)/PBE0 level of theory as reference. As demonstrated in Ref33 where
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the SAPT(DFT) method is recommended as the ab initio reference, the difference

between SAPT(DFT) and SAPT2+3 is negligible for the first-order contributions

(ECoulomb and Eexch−rep) for the water dimer. Thus, the different theories do not

result in significant deviations for the reference values.

The choice of using SAPT(DFT) instead of continuing with SAPT2+3 has been

also motivated by its ability to decompose the induction energy into polarization and

charge-transfer (charge-delocalization), which will be required for future development

of GEM. Note that for both ECoulomb and Eexch−rep, the same auxiliary basis set has

been used.

The new Edisp+ct is only based on the atom-atom contribution of the SIBFA

dispersion equation, which describes short and long range interactions of order 1/R6,

1/R8 and 1/R10, also including a damping function, corresponding to:

EGEM
disp+ct =

∑
n=6,8,10

CnOAB exp

(
−α(n)βAB

[
rA + rB
R∗

AB

− 1

])
/

(
R∗

AB

2
√
rArB

)n

(7)

where C6,8,10 and α(6, 8, 10) are constant coefficients, OAB and βAB are respectively

the overlap and damping factors between atom A and B. R∗
AB is the equilibrium

distance, and rA and rB represent respectively the effective disp+ct radii of atom A

and B.

For the βAB parameter, we have introduced a dependency according to the nature

of the atom-atom interaction. For example, for water, three different values have

been parametrized to describe O-O, O-H and H-H interactions. This is not present

in the original SIBFA dispersion where only one value of βAB is employed (Table

S1). However, we have not used the atom/lone-pair and lone-pair/lone-pair interac-

tion contributions that are explicit in the original SIBFA dispersion equation, since

GEM does not employ explicit lone-pair positions. Additionally, SIBFA explicitly

includes the exchange-dispersion term, which has not been used here, favoring to

incorporate this small contribution in the Edisp+ct term. It has been shown that
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exchange-dispersion and charge-transfer share a similar exponential behavior and

magnitude but with opposite sign.33. This is a similar feature as the one employed

in the Lennard-Jones and Halgren potentials, with the combination of attractive and

repulsive terms. However, in this case the exchange-dispersion and charge-transfer

terms are about one order of magnitude smaller than the exchange-repulsion and

dispersion contribution. Thus, it is expected that the inclusion of the exchange-

dispersion term within Edisp+ct, will yield reasonable results. As shown below, the

resulting disp+ct functional form inspired by the SIBFA polFF is able to accurately

describe the disp+ct interactions for a variety of oligomers.

For the fitting of the EGEM
disp+ct term, we have followed the same strategy as in

GEM∗, i.e, the ab initio reference values are obtained from the difference between of

the CCSD(T) binding energy and all the GEM contributions, it can be expressed

as:

Eref
disp+ct[GEM ] = E

[CCSD(T )]
bind −

(
EGEM

Coulomb − EGEM
exch−rep − EGEM

pol

)
(8)

In doing so, EGEM
disp+ct includes not only dispersion and charge-transfer contributions,

but also higher-order many-body effects. Similarly to Eexch−rep, we have fitted

EGEM
disp+ct using only the inter-molecular interaction of the Smith dimers as reference.

Additionally, we have also slightly adjusted the parameters (effective disp+ct radii of

the atom of oxygen and the βAB parameter) as a function of the radial distribution

function (RDF) and the density, computed using short MD simulations for a water

box of 512 water molecules at 300K.

Lastly, Epol is computed using the AMOEBA formulation but using the GEM

multipoles, which can be derived from the fitted molecular densities.42,43 Figure 1

illustrates the schematic evolution of the development of the GEM polFF starting

from the initial potential fitted only with l = 0 Hermite primitives44 to the current

version.
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(a) GEM-0 (b) GEM∗ (c) GEM

FIG. 1: Schematic representation of the development of GEM.

III. RESULTS AND DISCUSSION

A. Separability of the frozen molecular densities for the Coulomb and

Exchange-Repulsion

As described above, to parametrize Eexch−rep and Edisp+ct, the ab initio reference

data is based on the ten Smith dimers calculated at the SAPT(DFT)/aug–cc-pVTZ

level. These specific dimers are representative of attractive and repulsive forces,

which are important to accurately describe intermolecular interactions in both gas

and condensed phases. In Figure 2, we can observe that the use of of separate

Hermite coefficients is strongly favorable for Eexch−rep. GEM shows a significantly

better agreement for this contribution compared to SAPT(DFT), with a Root Mean

Square Error (RMSE) of 0.25 kcal mol−1 for GEM vs. 1.11 kcal mol−1 for GEM∗.

For the Coulomb energy, GEM∗/GEM employ the same fitted densities and thus the

agreement with SAPT(DFT) is very good, with an RMSE of 0.23 kcal mol−1.
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FIG. 2: Comparison of the Coulomb, exchange-repulsion, disp+ct and binding ener-

gies computed with GEM∗ and GEM with SAPT(DFT) for the ten Smith dimers.

For computational details of the three disp+ct reference curves see equations (8), (9)

and (10) in the main text.
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B. New functional form to describe Dispersion and Charge-Transfer

For the parametrization of the new disp+ct contribution, the reference energy

(Eref
disp+ct) is different between GEM and GEM∗, since Eexch−rep are computed with

distinct sets of parameters (see Eq. (8)). For GEM∗ the reference energies, Eref
disp+ct,

are calculated by:

Eref
disp+ct[GEM∗] = E

[CCSD(T)]
bind −

(
EGEM∗

Coulomb − EGEM∗

exch−rep − EGEM∗

pol

)
(9)

Using these reference values, the RMSE of Edisp+ct is around 0.4 kcal mol−1 for

both GEM models. These calculated Edisp+ct results can also be compared with

respect to (w.r.t) SAPT(DFT) such as:

Eref
disp+ct[SAPT (DFT )] = E

[CCSD(T )]
bind −

(
E

SAPT (DFT )
Coulomb − ESAPT (DFT )

exch−rep − ESAPT (DFT )
pol

)
(10)

In this case, Edisp+ct from GEM is closer to the ab initio reference with an RMSE of

0.32 kcal mol−1 compared to 0.96 kcal mol−1 for GEM∗. That is, both Eexch−rep and

Edisp+ct show significant improvement in the agreement with respect to the ab initio

reference.

Interestingly, the calculated binding energy differences for both GEMmodels show

an RMSE of 0.38 kcal mol−1 w.r.t the CCSD(T) reference. However, as noted above,

the RMSE for the individual exchange–repulsion and dispersion+charge transfer

terms from the original GEM∗ model are around 1 kcal mol−1 wrt SAPT(DFT)

and in opposite directions. Thus, GEM∗ shows a compensation of errors between

these two terms. Conversely, GEM is able to accurately describe both attractive

and repulsive interactions for the reference Smith dimers with a better agreement for

each contribution (see also Figure S1).
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C. From water dimers to water clusters: assessment of the anisotropy

and many-body effects with GEM in the gas phase
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FIG. 3: Energy components computed with GEM∗ and GEM for the linear scan of

the water dimer. For computational details of the three disp+ct reference curves see

equations (8), (9) and (10) in the main text.12



We next assess the binding energy and individual components on several water

dimers to validate the new fitted parameters of GEM. Figure 3 shows the results for

the linear scan of the canonical water dimer along the O. . . H axis. We observe that

GEM∗/GEM reproduce the Coulomb energy (ECoulomb) accurately for all distance

of separation from 1.5 to 3.5 Å (RMSE of 0.14 kcal mol−1). For Eexch−rep, GEM

slightly overestimates this component at short range, but agrees with SAPT(DFT)

at the equilibrium distance (1.9 Å) and at long range, while GEM∗ underestimates

Eexch−rep at these ranges.

Similar to ECoulomb, Epol is the same for both GEM∗ and GEM with a RMSE

of 0.29 kcal mol−1 w.r.t SAPT(DFT). We notice that GEM∗/GEM overestimates

(in absolute value) Epol by about 0.4 − 0.5 kcal mol−1 until 2.0 Å and then agrees

asymptotically at long range with SAPT(DFT). It has been demonstrated that

adding higher-order effects is essential for a better description of Epol at short range,

and reduces error about 0.4− 1.0 kcal mol−1. Thus, this small overestimation could

be considered favorable for the GEM water model.33

For Edisp+ct, we observe that both GEM models agree with their respective

Eref
disp+ct. However, GEM is much closer to SAPT(DFT) than GEM∗, with a RMSE

of 0.56 versus 1.72 kcal mol−1. This shows that the new disp+ct formulation from

GEM is able to better describe the ab initio reference at short and long range. Fi-

nally, GEM is also able to reproduce very well the binding energy from CCSD(T)

at the equilibrium and long range.
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FIG. 4: Energy components computed with GEM∗ and GEM for the angular scan

of the canonical water dimer (Y-axis) at the fixed equilibrium distance O..H of 1.9

Å. For computational details of the three disp+ct reference curves see equations (8),

(9) and (10) in the main text.
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The new GEM parametrization is further tested with a 3D angular scan of the

water dimer. We have also investigated the performance of the GEM parameters

around one reference water molecule. In this case, we consider the O. . . H interacting

water dimer at the equilibrium distance (1.9 Å), one water molecule is kept fixed

while the other is rotated around the X,Y, and Z axis respectively, from 30 to 360◦.

Figure 4 shows the results from the angular scan around the Y-axis. It can be seen

that ECoulomb and Epol from GEM∗/GEM are in good agreement with SAPT(DFT),

except for Epol from 230 to 360◦ with a small error of 0.2 kcal mol−1.

For Eexch−rep, GEM agrees remarkably well with the SAPT(DFT) reference for

all angular points, with a RMSE of 0.31 kcal mol−1 compared with a significant

underestimation of GEM∗ for all the points, resulting in an RMSE of 1.42 kcal mol−1.

Conversely, the Eexch−rep term calculated with GEM∗ overestimates the interaction

energy, whereas GEM provides a better agreement with SAPT(DFT). Thus, as

observed with the Smith dimer training set, GEM∗ benefits from a compensation

of errors between the Eexch−rep and Edisp+ct terms, while GEM provides a better

reproduction of the individual terms.

Regarding Ebind, the RMSE from GEM (0.72 kcal mol−1) is about two-fold greater

than the RMSE calculated with with GEM∗ (0.30 kcal mol−1). However, as can be

seen from Figure 4 GEM shows good agreement with CCSD(T) for angles > 200◦

and < 100◦, with a significant overestimation of Ebind for two angles. Thus, the new

disp+ct function appears to have issues reproducing the region where the lone pairs

of the oxygens from the two waters interact. These errors affect the total RMSE of

GEM due to lack of error compensation for certain angles. Overall, GEM separates

each contribution and also captures anisotropy effects with better accuracy than

GEM∗ (see also Figures S2 and S3).

We finally verify the transferability of the new GEM parameters on increasing size

of water clusters in the gas phase. Figure 5 shows the results for trimers, tetramers,
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pentamers and hexamers using the optimized geometries from this work compared

to previously reported ab initio reference.45 GEM considerably improves Ebind for all

water clusters except for the trimers, where the RMSE (1.05 kcal mol−1) is slightly

larger than the one computed with GEM∗ (0.56 kcal mol−1). However, GEM reduces

the error about 2, 3 and 4 kcal mol−1 for the tetramers, pentamers and hexamers,

respectively. The n-body effects are then better described with the new features of

GEM developed in this work.
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FIG. 5: Comparison of binding energies computed with GEM∗ and GEM with the

CCSD(T)/CBS45 for the water clusters (trimers, tetramers, pentamers and hexam-

ers).
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D. Better water condensed phase properties computed with GEM
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data46,47 at 300K (left panel). And the Spatial Distribution Functions (SDF) in three

directions computed with GEM. The pink isosurfaces represent the oxygen atom and

its lone pairs while the white isosurfaces represents the hydrogen atoms (right panel).
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Lastly, we performed MD simulations of a box composed of 512 water molecules

for 20ns at a range of temperatures. Figure 6 represents the structural properties

computed with GEM at 300K. The radial distribution function (RDF) for the O-

O pair atom is better described with GEM than GEM∗, with the first and second

shells being closer to the experiment. For the two other pairs of atom, RDF(O-

H) and RDF(H-H), GEM is in very good agreement with experiment. We have also

displayed the spatial distribution functions in three different orientations in Figure 6.

The O. . . H and H. . . O interactions between two water molecules are respectively

represented by pink and white isosurfaces. We observe that one water molecule

interacts effectively with four other molecules. GEM reproduces then correctly the

water arrangement in the liquid phase.
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Moreover, we have computed three condensed phase properties such as the density

(ρ), enthalpy of vaporization (∆Hvap) and the self-diffusion coefficient (D) at different

temperatures from 250K to 320K (Figure 7). At 298K, the density computed with

GEM (0.993) is closer to the experimental value (0.997) than GEM∗ (1.0065). The

density at lower temperatures is slightly overestimated (about 0.04 g cm−3), which

could be explained to the absence of nuclear quantum effects (NQE).49 Despite the

small underestimation at higher temperatures (above 300K), GEM reduces the error

of the calculated densities and is in closer agreement with the experiment than GEM∗.

However, GEM overestimates the enthalpy of vaporization by about 1 kcal mol−1

while GEM∗ is closer to experiment. Thus, GEM is then more affected by the

NQE than GEM∗ for ∆Hvap. We have discussed above that the repulsion and

disp+ct contributions from GEM∗ are compensating each other, which could explain

the better agreement with the experiment. Or, it has been shown that computed

∆Hvap with polarizable force fields is higher (by about 0.5 to 1 kcal mol−1) than the

experiment.50,51 The explicit inclusion of NQE is required to reproduce experimental

data. GEM, which lacks of error compensation and NQE, is reproducing then the

expected computed values of ∆Hvap. Finally, at 298K, the self-diffusion coefficient

from GEM is 0.5 x 10−5 cm2 s−1 smaller than GEM∗, but overall GEM shows very

good agreement with experiment for the full temperature range.

IV. CONCLUSION

We have shown that the separation of the Coulomb and exchange-repulsion contri-

butions using distinct frozen molecular densities, and the implementation of a modi-

fied and simpler (i.e no use of explicit description of lone pairs) dispersion functional

inspired from the SIBFA polFF in the gem.pmemd code have significantly improved

the description of attractive and repulsive interactions in the GEM water model. We

20



have tested this new parametrization on a set of different water dimers showing that

each contribution from GEM reproduces accurately the SAPT(DFT) results, as well

as the CCSD(T) binding energy. Whereas, GEM∗ agrees with CCSD(T) thanks to

a compensation of error between the exchange-repulsion and disp+ct contributions.

GEM is also able to better describe the anisotropy and n-body effects as seen with

the 3D angle scans of the water dimer and selected water oligomers. The densities

and diffusion coefficients at different temperatures calculated with GEM are in better

agreement with the experiment compared with GEM∗, whereas an overestimation of

the enthalpy of vaporization is observed likely due to the lack of explicit NQE. We

have shown here that the inclusion of charge-transfer and higher n-body effects in

the proposed disp+ct functional form is able to correctly compute energies in the gas

phase as well as the structural and thermodynamic properties in the condensed phase

with acceptable errors. Finally, this work paves the way to reach the full separability

of GEM, the charge-transfer will be implemented following the procedure as done in

this work i.e modifying the charge-transfer formulation from SIBFA. Doing so, we

expect even better accuracy for the condensed phase properties.35
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