SMILES is a line notation for entering and representing molecules. Being inherently a language construct, it allows estimating molecular data in a self-supervised fashion by employing machine learning methods for natural language processing (NLP). The recent success of attention-based neural networks in NLP has made large-corpora transformer pretraining a de facto standard for learning representations and transferring knowledge to downstream tasks. In this work, we attempt to adapt transformer capabilities to a large SMILES corpus by constructing a GPT-2-like language model. We experimentally show that a pretrained causal transformer captures general knowledge that can be successfully transferred to such downstream tasks as focused molecule generation and single-/multi-output molecular-property prediction. For each task, we freeze model parameters and attach trainable lightweight networks between attention blocks—adapters—as alternative to fine-tuning. With a relatively modest setup, our transformer outperforms the recently proposed ChemBERTa transformer and approaches state-of-the-art MoleculeNet and Chemprop results. Overall, transformers pretrained on SMILES corpora are promising alternatives that do not require handcrafted feature engineering, make few assumptions about structure of data, and scale well with the pretraining data size.
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1 Introduction

Learned self-supervised representations of a general-domain dataset provide reliable initialization for downstream tasks. Transferring domain knowledge is especially useful in cases of low-data tasks, when models trained from scratch cannot adequately recognize patterns in limited data. The recent success of transformer models [Vaswani et al., 2017] established transfer learning as a de-facto standard for downstream-task learning in natural language processing [see Radford et al., 2018; Devlin et al., 2019]. Such software packages as HuggingFace Transformers [Wolf et al., 2020], BertViz [Vig, 2019], and AdapterHub [Pfeiffer et al., 2020] became widely popular among NLP practitioners.

As for drug discovery, state-of-the-art property-prediction models are primarily graph- or fingerprint-related [see Wu et al., 2018]; de novo molecular design enjoys promising prospects of graph and recurrent neural networks [see Brown et al., 2019]. Basically, molecules are encoded with simplified molecular input line entry system (SMILES) [Weininger, 1988], which is a language construct with its own vocabulary of molecule constituents and grammar rules. To adapt NLP techniques to molecular design, the aforementioned recurrent neural networks were evaluated with autoregressive language modeling objective [see Segler et al., 2018; Brown et al., 2019]. While proven useful, RNNs can be inferior to transformers in capturing sequential dependencies and scaling to larger corpora. In this paper, we make another attempt to train a multi-task transformer for drug discovery. Motivated by challenges and prospects of the recent ChemBERTa masked language model [Chithramanda et al., 2020] and Transformer-CNN [Karpov et al., 2020] method, we present our causal (autoregressive) GPT-2-like [Radford et al., 2019] model pretrained on the first 5M compounds from a curated PubChem-10M dataset released by ChemBERTa authors. We hypothesize that a large-scale, pretrained causal transformer is a multi-task learner capable of transferring learned representations with no significant architecture.
modifications to such downstream tasks as focused molecule generation and single-/multi-output molecular-property prediction. For every task, we freeze transformer parameters and employ trainable adapter modules [Houlsby et al., 2019]—lightweight networks between transformer blocks,—which are alternative to fine-tuning requiring separate serialization of the retrained model for every task and tending to "forget" the domain knowledge during transfer.

2 Related work

Gupta et al. [2017] and Segler et al. [2018] made one of the first attempts to pretrain autoregressive language models on SMILES corpora to facilitate focused molecular-library generation. They experimentally proved the ability of character-level RNNs to capture SMILES language patterns. Chithrananda et al. [2020] introduced ChemBERTa, a masked language model based on RoBERTa transformer [Liu et al., 2019]. It was pretrained on 10M compounds from PubChem [Kim et al., 2019] and evaluated on single-output classification tasks from MoleculeNet [Wu et al., 2018].

As mentioned before, RNNs are autoregressive models—i.e., SMILES sequences are processed from left to right, so the current hidden representations are updated using only the previous ones. ChemBERTa relies on the encoder part of the original transformer [Vaswani et al., 2017] and during pretraining, a given percentage of tokens is masked and the model learns to recover the original inputs. Our goal is to investigate the viability of causal transformers, which rely on the decoder part of the original transformer, for molecular-property prediction and low-data focused molecule generation. Inspired by OpenAI GPT models [Radford et al., 2018, 2019], we aim to learn a comprehensive language model capable of adapting to downstream tasks with no significant data and architecture preprocessing. Another goal we seek to accomplish is to assess the ability of adapters [Houlsby et al., 2019, Pfeiffer et al., 2020] to solve downstream molecular tasks. Adapters are increasingly becoming popular among NLP practitioners as they are better alternatives in terms of the source-target knowledge tradeoff and model serialization.

3 Methods

Our transformer decoder replicates GPT-2 [Radford et al., 2019] (Figure 1) except that during tokenization, we used the character-level byte-pair encoding [Sennrich et al., 2016] instead of byte-level. We reserved 72 characters from the SMILES alphabet as an initial vocabulary and supplemented the vocabulary with up to 1000 most frequent merges. The model uses parameterized token and position embeddings, 8 attention heads, and 4 attention blocks. With the embedding/hidden dimension of 512, it has 13.4M parameters. See our github repository for implementation details: http://github.com/sanjaradylov/smiles-gpt

![Figure 1: Causal transformer for generative pretraining from SMILES. Token-embedding parameters are shared with linear output; position embeddings are learned. Dropouts are also applied to attention weights and projections.](http://github.com/sanjaradylov/smiles-gpt)
3.1 Pretraining on PubChem

We trained our model for 6 epochs on the first 5M SMILES strings of ChemBERTa’s PubChem-10M. We used AdamW [Loshchilov and Hutter, 2017] for optimization and cosine annealing [Loshchilov and Hutter, 2016] for learning-rate scheduling. The initial and final learning rates were set to $5 \cdot 10^{-4}$ and $5 \cdot 10^{-8}$, respectively. We kept the default Adam hyperparameters and optimized the batch size (128) and maximum sequence length (512).

After training, we generated a set of 10,000 SMILES sequences using top-96% sampling [see Holtzman et al., 2019] and evaluated the ability of the model to produce diverse and valid molecules with the following distribution-learning metrics, each of which ranging from 0 to 1 (higher is better):

1. **Validity** – the rate of valid molecules.
2. **Uniqueness** – the rate of unique sequences.
3. **Novelty** – the rate of sequences not presented in the baseline (training) dataset.
4. **Internal Diversity** [Benhenda, 2017] – the average pairwise dissimilarity measure based on Tanimoto distance between Morgan fingerprints (ECFP) [Rogers and Hahn, 2010] of two molecules in a set $M$:

   $\text{IntDiv}(M) = 1 - \frac{1}{|M|^2} \sum_{m, m' \in M} T(m, m')$,

   $T(m, m') = \frac{|m \cap m'|}{|m \cup m'|}$.

5. **PhysChem KL Divergence** [Brown et al., 2019] – the average descriptor similarity between $M$ and $R$ based on the Kullback-Leibler divergence:

   $D_{KL}(p \parallel q) = \sum_i p_i \log \frac{p_i}{q_i}$,

   $\text{KL}(M, R) = \frac{1}{|\mathbb{D}|} \sum_{d \in \mathbb{D}} \exp \left( - D_{KL}(d(M) \parallel d(R)) \right)$,

   where $\mathbb{D}$ is the set of target descriptors (e.g., physicochemical [see Brown et al., 2019]) and $d$ is mapping from a molecule set into a descriptor distribution.

3.2 Adapter training on downstream tasks

For every task, we employed a lightweight adapter network (Figure 2). It learns task-specific patterns by projecting the hidden representations of a transformer down to a significantly lower dimension and back to the original dimension. The pretrained model parameters were fixed. Thus, with the reduction factor of 16 and one- or two-layer feed-forward output, we learned and serialized only task-specific and output parameters—1-5% of the number of the pretrained model parameters. This way we alleviated the cumbersome process of (layer-wise) learning-rate optimization, which could potentially lead to re-fitting of the domain model to the given task.

![Figure 2: Adapter network architecture for downstream tasks. Applied after every attention block—i.e., after the second residual connection in Figure 1. Can be stacked multiple times.](image)

For focused molecule generation, we used the TRPM8 dataset [Gupta et al., 2017], from which the authors clustered 5 most active molecules for training and left the rest 472 for comparison. After training, we generated 200 distinct
Table 1: Evaluation of GPT-2 pretrained on 5M PubChem compounds on distribution-learning metrics. ECFPs were computed with radius=2 and bits=1024; distributions of discrete and continuous physicochemical descriptors were computed via histograms and gaussian KDE, respectively.

<table>
<thead>
<tr>
<th>Validity</th>
<th>Uniqueness</th>
<th>Novelty</th>
<th>Internal Diversity</th>
<th>PhysChem KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9884</td>
<td>0.9999</td>
<td>0.9802</td>
<td>0.8832</td>
<td>0.9895</td>
</tr>
</tbody>
</table>

Figure 3: Kernel density estimations of QEDs of generated set and 1M subset of PubChem.

and valid molecules and measured the distributions of both datasets by calculating 9 physicochemical descriptors [see Brown et al., 2019] and running t-SNE [van der Maaten and Hinton, 2008] on the obtained descriptor space for visual comparison.

For molecular property prediction, we selected 4 classification datasets from MoleculeNet [Wu et al., 2018]: BBBP (2K compounds, 1 output), HIV (42K compounds, 1 output), Tox21 (8K compounds, 12 outputs, contains missing labels), and Clintox (1.5K compounds, 2 outputs). For multi-output datasets, we replaced the linear output layer with bypass multi-task network [Ramsundar et al., 2017]. It consists of $n_{task}$ independent blocks mapping inputs to the corresponding tasks, and a shared block, whose outputs are summed with the task-specific representations to obtain the final $n_{task}$ predictions. The single-output blocks consist of two feed-forward layers and an intermediate dropout. The reduction factor was chosen between 12 and 16. Parameters were optimized with AdamW and initial learning rates were in $[25e^{-5}, 1e^{-3}]$. In general, models were trained for 10-25 epochs with early stopping on ROC-AUC.

## 4 Results

Table lists the values for the distribution-learning evaluation metrics. Figure shows kernel density estimations of quantitative estimation of drug-likeness (QED) [Bickerton et al., 2012] of training and generated sets. Training with different parameter initialization and/or generating another set of molecules produce similar results. Overall, the model is capable of producing valid, diverse, and novel sets of molecules close to the baseline set in various molecular properties.

One of the key distinctions of attention-based models is interpretability (see Figure 4). Attention heads tend to exhibit expository patterns in linguistic data, including positional, syntactic, and token-specific patterns. Although causal transformers’ heads evidence rather inexplicable patterns compared to encoding transformers’, there are still visible, distinct heads capturing specific relationships between tokens in the first attention block, and the long-term-dependency heads in the remaining blocks.

Figure shows t-SNE of physicochemical descriptors of TRPM8-active molecules. The descriptors were standardized beforehand. Adjusting perplexity (from 2 to 20), learning rate, and early stopping parameters produce similar topology. We also calculated ECFPs (radius=2, length=1024) of molecules to find closest neighbors to 5 active TRMP8 inhibitors (Figure 6).
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Figure 4: Attention head and model views produced via BertViz.

Table 2 shows average evaluation results on MoleculeNet data. Datasets were divided into 80/10/10 train/valid/test sets using scaffold split. Experiments were run 3 times with different adapter and output parameter initializations. We approach Chemprop [Yang et al., 2019] and MoleculeNet [see Chithrananda et al., 2020] baselines on BBBP and HIV tasks, and with much lighter model, outperform ChemBERTa on every task except Clintox on AUC-PRC. Note that we report only excerpts from ChemBERTa paper since we follow the same evaluation criteria—scaffold split and both AUC-ROC and AUC-PRC calculation; MoleculeNet and Chemprop choose criteria specific for a particular dataset.

Table 2: Evaluation of GPT-2 pretrained on 5M PubChem compounds on selected MoleculeNet tasks.

<table>
<thead>
<tr>
<th></th>
<th>BBBP ROC</th>
<th>BBBP PRC</th>
<th>HIV ROC</th>
<th>HIV PRC</th>
<th>Clintox (CT_TOX) ROC</th>
<th>Clintox (CT_TOX) PRC</th>
<th>Tox21 (SR-p53) ROC</th>
<th>Tox21 (SR-p53) PRC</th>
<th>Tox21 (All) ROC</th>
<th>Tox21 (All) PRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-2</td>
<td>0.730</td>
<td>0.745</td>
<td>0.770</td>
<td>0.302</td>
<td>0.988</td>
<td>0.947</td>
<td>0.737</td>
<td>0.325</td>
<td>0.734</td>
<td>0.361</td>
</tr>
<tr>
<td>ChemBERTa</td>
<td>0.643</td>
<td>0.620</td>
<td>0.622</td>
<td>0.119</td>
<td>0.733</td>
<td>0.975</td>
<td>0.728</td>
<td>0.207</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

5 Conclusion and further work

In this work, we present a causal transformer for drug discovery. Pretrained on a large SMILES corpus, it learns molecular representations that can be successfully transferred to a variety of downstream tasks. For transfer learning, one can employ adapter modules, which accept hidden representations from the transformer block and process them to learn task-specific patterns.
Figure 5: t-SNE of physicochemical descriptors of TRPM8 data and generated adaptations. Every selected inhibitor is surrounded by a cluster of close generated neighbors, albeit of different size. \textit{PhysChemKL} between the baseline TRPM8 and generated sets is 0.811.

Figure 6: Nearest ECFP-neighbors (2nd row) of selected 5 TRMP8 inhibitors (1st row).

Performance on MoleculeNet property-prediction tasks is challenging but not superior. First, we should note that because of resource limitations, we restricted ourselves to lighter modules and experimenting only on a 5M subset, while 10M was initially made available and 77M is on the way. Running experiments on smaller subsets, we conclude that transformers scale well with the pretraining data size, as was previously demonstrated by [Chithrananda et al., 2020] on ChemBERTa. Another consideration is tokenization strategy: we use a rather straightforward approach, whereas sophisticated, linguistically-consistent tokenization might lead to learning clearer representations of molecular constituents. Finally, there is a variety of other transformer architectures performing better on many NLP tasks [see Wolf et al., 2020]. While generally being inferior to GNNs in terms of resources, they might boost overall performance on many molecular downstream tasks with even more data.
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