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Abstract 
The lone-pair…π (lp…π) (deoxy)ribose…nucleobase stacking is a recurring structural motif in 
Z-DNA and RNAs that is characterized by sub-van der Waals lp…π contacts (<3.0 Å). It is part 
of the structural signature of the CpG Z-steps in Z-DNA and r(UNCG) tetraloops. These nucleic 
acid structures are poorly behaving in molecular dynamics (MD) simulations. Although the 
exact origin of these issues remains unclear, a significant part of the problem might be due to 
an imbalanced description of non-bonded interactions including the characteristic lp…π 
stacking. To gain insights into the links between lp…π stacking and MD issues, we present an 
in-depth comparison between accurate large-basis-set double-hybrid Kohn-Sham density 
functional theory calculations DSD-BLYP-D3/ma-def2-QZVPP (DHDF-D3) and data obtained 
with the non-bonded potential of the AMBER force field (AFF) for NpN Z-steps (N = G, A, C, 
U). Among other differences, we found that the AFF overestimates the DHDF-D3 lp…π 
distances by ~0.1-0.2 Å while the deviation between the DHDF-D3 and AFF descriptions 
sharply increases in the short-range region of the interaction. Based on atom-in-molecule 
(AIM) polarizabilities and SAPT analysis, we inferred that the DHDF-D3 vs. AFF differences 
partly originate in the Lennard-Jones (LJ) parameters that are identical for nucleobase carbon 
atoms despite the presence/absence of connected electron withdrawing groups that lead to 
different effective volumes or vdW radii. Thus, to precisely model the very short CpG lp…π 
contact distances, we recommend revision of the nucleobase atom LJ parameters. 
Additionally, we suggest that the large discrepancy between DHDF-D3 and AFF short-range 
repulsive part of the interaction energy potential may significantly contribute to the poor 
performances of MD simulations of nucleic acid systems containing Z-steps. Understanding 
where, and if possible why, the point-charge-type effective potentials reach their limits is vital 
for developing next-generation FFs and for addressing specific issues in contemporary MD 
simulations. 
  



   
 

   
 

Introduction 
DNA and RNA are key biological molecules whose shapes are primarily defined by 
nucleobase…nucleobase,1 nucleobase…phosphate2 and (deoxy)ribose…nucleobase3 
interactions. A sub-category of the latter interactions involves a T-shaped 
(deoxy)ribose…nucleobase stacking.4,5 This interaction has been first identified in Z-DNA CpG 
steps6 and was subsequently named lone-pair…π or lp…π interaction7 while the associated 
CpG steps were called Z-steps.4 A typical CpG Z-step involves a T-shaped stacking arrangement 
of the cytidine (deoxy)ribose with the guanine base4 (Figure 1). Recent DNA and RNA PDB 
surveys4,5 revealed the occurrence of ‘Z-like’ steps that correspond to dinucleotide sequences 
involving any combination of the four nucleobases and possessing structural characteristics 
similar to those of a CpG Z-step, i.e. a 3’-nucleotide in a syn conformation, a 5’-nucleotide 
(deoxy)ribose with a C2'-endo pucker and a sub-van der Waals (sub-vdW) lp…π contact below 
3.2 Å. The recurrence of short T-shaped (deoxy)ribose…nucleobase contacts that occur in 
Z-like steps or between non-consecutive nucleotides stresses the structural relevance of lp…π 
motifs in nucleic acids.4,5,8 

Detailed PDB surveys of Z-like steps have shown that in some instances the O4' atom 
points towards the nucleobase with contact distances ≤ 3.0 Å and sometimes close to 2.8 Å.4,8 
These salient stacking distances, which are among the shortest distances observed between 
an oxygen atom and a planar ring, raised questions regarding the strength and nature of the 
(deoxy)ribose…nucleobase stacking and in general of lp…π contacts.4,5,7,9,10 Do orbital 
interactions contribute to their stabilization or is the common non-covalent interaction 
framework sufficient to describe lp…π contacts?9–17 

Recently, we performed energy decomposition analysis via high-level symmetry-
adapted perturbation theory (SAPT)17 on a deoxyribose…guanine system that showed that 
the lp…π contact is mainly stabilized by London dispersion and to a lesser extent by 
electrostatic interactions. Thus, it became clear that the deoxyribose…nucleobase stacking is 
essentially a common non-covalent interaction. Moreover, we found that the origins of the 
observed sub-vdW contacts cannot be explained by orbital effects as the “lp…π interaction” 
terminology would imply.17 Instead, we established that the sub-vdW lp…π contacts could be 
rationalized through atom-in-molecule (AIM) α(0) polarizabilities, a measure that provides an 
estimate of effective atomic volumes.18,19 The calculated α(0) polarizabilities revealed that 
atomic volumes of the sp2 carbon atoms of a guanine nucleobase do vary as a function of their 
chemical environment and that the carbon atoms connected to electron withdrawing groups 
are among the smallest of the nucleobase. Indeed, a small effective vdW radius for a sp2 
carbon may explain a lp…π contact distance in the 2.8–3.0 Å range that is much shorter than 
the 3.3–3.4 Å vertical distance between stacked base pairs in canonical double helical 
systems,20 the latter distance being twice the 1.70 Å vdW radius of an sp3 carbon mentioned 
in the Bondi tabulation dated from 1964 and still in use.17,21–23 The smaller vdW radius of some 
sp2 carbons may also explain the absence of orbital effects. 

Understanding vdW radii variations has far reaching consequences, one of them being 
the calibration of biomolecular force fields (FF) used for molecular dynamics (MD) 
simulations. The AMBER FF (AFF in the following), based on the 1995 Cornell et al. 
parametrization,24 is currently one of the most popular nucleic acid force fields.25–30 Most of 
the recent AFF modifications focused on adapting the backbone dihedral terms, which is one 
of the most straightforward tuning methods.25 Additional modifications of non-bonded terms 
have been suggested, including direct modifications of vdW parameters of phosphate group 



   
 

   
 

oxygen atoms, adjustments of Lorentz-Berthelot combination rules for Lennard-Jones (LJ) 
solute-solute and solute-solvent interactions as well as the addition of simple H-bond 
interaction tuning terms.31–38 However, none of these modifications have been widely tested 
and no attempts have been made to address lp…π parametrizations in nucleic acids. 

Among nucleic acid systems, the Z-steps containing Z-DNA helices and r(UNCG) 
tetraloops are especially challenging for MD simulations.32,34,37,39–45 Previous studies exploring 
the behavior of Z-DNA in MD simulations focused mainly on the dynamics of backbone 
dihedrals and helical parameters.39,41,46–48 A recent study that analyzed the disruption of the 
r(UUCG) tetraloop canonical structure occurring in µs long MD simulations focused more 
precisely on intramolecular interactions within the loop region and traced several potential 
FF issues, the ribose…guanine lp…π stacking being one of those.40 To this point, it is unknown 
to what extent a potentially imbalanced description of lp…π contacts causes MD simulations 
of Z-step-containing systems to ill-behave. 

The purely non-covalent nature of (deoxy)ribose…nucleobase lp…π contacts indicates 
that they could be reasonably modelled by the AFF, as previously suggested for base…base 
stacking.49,50 However, the (deoxy)ribose…nucleobase stacking includes short lp…π contacts 
where the simple LJ potential starts to deviate from more rigorous descriptions.51,52 Thus, the 
approximate nature of the empirical potential might lead to errors affecting the outcome of 
the simulations as observed for some specific base…base stacking motifs.46,50,53 A few well-
known issues arising from the oversimplified non-bonded potential of the pairwise-additive 
FFs are: i) the use of a r−12 term for the repulsive part of LJ potential that lead to an 
overrepulsive short-range region51,52 instead of a more accurate exponential distance-
dependence as found in a Buckingham potential;54 ii) missing atomic anisotropicity; iii) 
missing multi-body effects for the London dispersion component of the LJ term; and iv) 
missing (explicit) polarization and charge-penetration terms as a consequence of using fixed 
atomic point charges.30,55–60 Regarding deficiencies of the fixed point-charge based FFs for 
short-range electrostatics, various correction schemes were proposed.61–64 Notable advances 
for polarizable FFs have been made.61,65–67 Recent QM derived FF approximations provided 
excellent results for the treatment of short-range electrostatics.68,69 However, these rather 
computationally demanding FFs are not suited for explicit-solvent MD simulations of large 
biomolecules. 

Herein, we extend our previous QM characterization of the (deoxy)ribose…nucleobase 
stacking in CpG Z-steps17 to all NpN (N = G, A, C, U) Z-like steps by varying the 5' nucleobase 

 
Figure 1. Typical CpG dinucleotide Z-step with a T-shaped deoxyribose…nucleobase stacking arrangement as 
occurring in Z-DNA and r(UNCG) tetraloops.4,8 The represented C3pG4 step is extracted from the ultra-high 
resolution (0.54 Å) Z-DNA structure (PDB 3P4J).17,72 In this arrangement, the lp…p stacking contact distance (or 
O4' atom to guanine plane distance) is 2.85 Å and is represented by a dashed line.  

 



   
 

   
 

(the 3' nucleotide can be of any type since it establishes a non-specific contact to the 5' 
nucleobase through its O4' (deoxy)ribose atom). We use highly-accurate dispersion-corrected 
double-hybrid density functional (DHDF-D3) calculations to evaluate the performance of the 
non-bonded potential of the AFF by constructing minimum interaction energy distance 
(minIEd) surfaces. For that purpose, and as described earlier,17 we approximated the full 
(deoxy)ribose by a dimethylether (DME) molecular probe. Rationalization of the DHDF-D3 
surface topologies is made by using atom-in-molecule (AIM) polarizabilities.70,71 To further 
assess the performance of the AFF, these data are compared against symmetry-adapted 
perturbation theory (SAPT) computations. Lastly, we analyze the behavior of Z-steps in MD 
simulations of Z-DNA and r(UUCG) tetraloop systems by employing the latest AFF versions. 
We found that the massively sampled short O4'…guanine plane distances are likely to cause 
imbalances in the simulations because of the overestimated short-range repulsion originating 
from the LJ potential of the AMBER FF. This led us to suggest that the usage of unified LJ 
parameters for all nucleic acids carbon atoms contribute to a yet unrecognized degree to the 
AMBER FF errors. 

Computational Details 
Structural models: As described earlier,17 a CpG Z-step (see Figure 1) was extracted from a 
0.54 Å ultra-high resolution Z-DNA crystallographic structure (PDBid: 3P4J;72 only the 
deoxyribose of residue 3 and the guanine of residue 4 were kept). Then, the deoxyribose was 
changed into dimethylether (DME) while keeping the C-O4'-C atoms fixed in space to preserve 
the X-ray deoxyribose…guanine orientation (in the following, the DME oxygen atom will be 
named O4'). The DME orientation was maintained for all nucleobases (note that the DME 
orientation may differ for lp…p contacts involving non-consecutive nucleotides).5 To study all 
(deoxy)ribose…nucleobase stacking types, G was substituted by each of the three A, C or U 
nucleobases (Figure 2). Most of the computational protocol followed procedures described 
in earlier work.17 

QM structure optimization: Prior to making rigid-monomer interaction energy scans, the 
DME-nucleobase systems were gradient-optimized by the hybrid density functional 
approximation B3LYP73 with DFT-D3(BJ)74,75 dispersion correction and the def2-QZVP76 atomic 
orbital basis set (B3LYP-D3/def2-QZVP). Harmonic penalty restraints as implemented in our 
in-house optimizer77,78 were used to keep the initial DME…nucleobase fragment orientation 
(restraints are listed in Table S1 of the Supporting Information). Turbomole79,80 energy and 
gradient calculations employed an energy change threshold of 10-7 Eh for the SCF and the total 
energy convergence. The RI-JK integral approximation (density-fitting) was used with the m4 
DFT quadrature grid.81,82 The XYZ coordinates for the optimized structures are provided in the 
Supporting Information. 

Reference ab initio CCSD(T) and SAPT calculations: PSI483 was employed for density fitted 
FNO-CCSD(T)84 and density fitted SAPT2+(3)δMP285–87 computations using the frozen core 
approximation. Extrapolation to complete basis set (CBS) FNO-CCSD(T) computations was 
automated with PSI4 using the formula: 

 𝐸!!"#(%)/!(" = 𝐸)*/+, + 𝐸-.//!("(+%,+,) + 𝐸*12–!!"#(%)/456%7 − 𝐸-.//456%7 (1) 

where 𝑎𝑇, 𝑎𝑄 and	𝑗𝑢𝑛𝑇𝑍 represent the aug-cc-pVTZ, aug-cc-pVQZ and jun-cc-pVTZ basis sets, 
respectively.88–90 MP2/CBS(at,aQ) indicates the standard 2-point extrapolation following 
Halkier et al.91 SAPT2+(3)δMP2 calculations also employed the jun-cc-pVTZ basis set. Both, 



   
 

   
 

CCSD(T) and the mentioned SAPT theory level are highly accurate QM methods if appropriate 
basis sets are used and are labelled as 'gold standard' for the evaluation of non-covalent 
interactions.87,92 The CCSD(T) data were used to validate the DHDF-D3 approach (see below). 
SAPT calculations were used to decompose the interaction energy into various components. 

QM DHDF-D3 single point energy computations: Energies were computed using the double-
hybrid density functional approximation DSD-BLYP-D393 with D3(BJ)94 correction, the 
minimally-augmented ma-def2-QZVPP76,95 basis set (we use the abbreviation DHDF-D3 for 
DSD-BLYP-D3/ma-def2-QZVPP in following sections) and the ORCA program.96 The “GRID5” 
quadrature grid was used for DFT calculations as well as the RI approximation for Coulomb 
integrals (RI-J) and the COSX (chain-of-spheres exchange) approximation for exchange 
integrals with “GRIDX6” grid.97 Auxiliary basis sets were automatically constructed (AutoAux 
keyword).98 A tight energy change threshold for SCF convergence was used (TightSCF 
keyword; 10-8 Eh). The double-hybrid calculations used the frozen core approximation for the 
RI-MP2 contribution. 

AMBER FF single point energy computations: The in-house program bff99 was used for 
calculating AFF interaction energies on QM-optimized geometries of DME…nucleobase and 
deoxyribose…nucleobase models. Note that for interaction energies, only the non-bonded 
potential of the AFF is needed. The AFF interaction energy was calculated as 
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where the first term is the electrostatic potential describing the pairwise Coulomb 
interactions between all intermolecular atomic pairs 𝑖 and 𝑗 by using 𝑞8  and 𝑞4  partial atomic 
charges and 𝑟84  interatomic distance. The 332 factor takes care of the conversion to kcal.mol−1 
from charges in atomic units and distances in Ångström. The second term is the Lennard-
Jones (LJ) potential composed of a repulsive (𝑟84@>/) and an attractive (−𝑟84@?) part. The LJ 
parameters are represented by the 𝑅;<=(84)	optimal interatomic distance and by the 
𝜀84 	potential well depth. 

Partial charges were calculated by using the Antechamber100 automated RESP101 
procedure at the recommended HF/6-31G* level of theory. LJ parameters for the 

 
Figure 2. a) Top-down view on model systems showing DME…G,17 DME…A, DME…U and DME…C with 
DME located above the pyrimidine ring centroid. b) Purine (top) and pyrimidine (bottom) ring atom 
numberings. 

 



   
 

   
 

“parm99bsc0102 AMBER variant” were taken from the AmberTool library files of AMBER16.103 
These LJ parameters are identical to those of the original Cornell et al. AMBER 
parametrization24 and to those used in MD simulations of Z-DNA and r(UUCG) (see AMBER 
MD simulations and Table S5). The atom types and partial charges used for the AFF 
calculations are available as text files with ‘.resp’ ending in the Supporting Information. 

Minimum Interaction Energy distance (minIEd) and Interaction Energy (IE) surfaces: To 
compute these surfaces, we have performed vertical interaction-energy scans for a series of 
positions of the DME probe covering the entire purine and pyrimidine nucleobase rings. We 
define the “minimum interaction energy distance” (minIEd) as the O4'…nucleobase distance 
at which the lp…π DME…nucleobase interaction energy is at its minimum. The 
complementary interaction energy (IE) surface shows the corresponding interaction energy 
minima to the minIEd surface. Thus, both surfaces use the same geometry for a given xyz 
coordinate; the IE surface displays the value of the interaction energy minimum and the 
minIEd surface displays the corresponding lp…π distance. Note that the minIEd distance is not 
systematically associated with the interaction energy strength as the balance of interactions 
differs depending on the local environment of the probed point. We found that it is useful to 
construct both minIEd and IE surfaces for the DHDF-D3 vs. AMBER comparison. The minIEd 
surface allows to compare the vertical distances while the IE surface shows the energetics of 
the interaction. A schematic that explains how the minIEd and IE values are derived from 
vertical scans is provided in Figure S1 of the Supporting Information. 

Note that we changed the previous term closest-contact surface17 to the minIEd 
surface, since the former term could be perceived as ambiguous outside the structural biology 
community. 

The four-dimensional data sets (xyz coordinates and interaction energy) used for the 
construction of the surfaces were collected as follows: first, the O4' atom of the optimized 
DME…nucleobase system was placed above the centroid of the pyrimidine ring at a 2.5 Å 
vertical distance. Then, DME was moved as a molecular probe in horizontal and vertical 
directions with respect to the nucleobase to sample 29 (horizontal scan) x 20 (vertical scan) = 
580 points for purines and 20 (horizontal scan) x 20 (vertical scan) = 400 points for pyrimidines 
to cover the whole rings (see Figure S1 and Parameters for the vertical scans of the nucleobase 
surfaces in the Supporting Information). 

One additional horizontal point was added for the DHDF-D3 surfaces of C and U 
pyrimidine nucleobases outside the ring next to the C2 atom (along the centroid-C2 vector) 
to localize more precisely the minIEd surface minima (Figure S1). Gnuplot was used to create 
the surfaces using its internal algorithm for data interpolation.104 Limitations to this modelling 
approach are described in the Surface scan limitations section of the Supporting Information. 

Atom-in-molecule (AIM) α(0) polarizabilities calculated with DFT-D4 dispersion theory 
using Grimme's dftd4 code were used to rationalize DHDF-D3 surface shapes.17,71,105  

AMBER MD simulations: Molecular dynamics (MD) simulations of a Z-DNA [(CpG)3]2 hexamer 
duplex (PDBid: 3P4J X-ray structure)72 were performed in AMBER18106 by employing the 
AMBER OL15 force field39 in an NPT ensemble using the Langevin thermostat with a collision 
frequency of 2 ps−1 and the Berendsen (weak-coupling) barostat.107,108 A total simulation time 
of 3 µs (3x1 µs trajectories with randomized initial velocities) was achieved at both 100 K and 
300 K temperatures. The CUDA-driven pmemd module (SPFP-implementation) of Amber was 
used,109 along with a 2 fs time step and standard SHAKE restraints.110 A SPC/E111 water box 
with a 10 Å buffer region and with an octahedral periodicity was used. Simulations were done 



   
 

   
 

in Na+ excess salt conditions of 0.2 M NaCl resulting from the addition of 15 Na+ and 5 Cl-.112 
Ions were placed using AmberTool’s leap module that uses basic electrostatic mapping.  

MD simulations of the r(ggcacUUCGgugcc) tetraloop hairpin were initiated from the 
NMR structure (PDBid: 2KOC113) and data were taken from our previous work.40 Simulations 
were performed with the AMBER OL3 (i.e., ff99bsc0χOL3)114 RNA force field with modified LJ 
parameters for phosphate oxygens,31 associated dihedral adjustments,115 and the external 
gHBfix potential.37 Trajectory snapshots were saved every 10 ps for both Z-DNA and r(UUCG) 
tetraloop. Equilibration protocols and further details to r(UUCG) production runs are provided 
in the Supporting Information. 

For Z-DNA, the whole 6 µs trajectories were analyzed. In contrast, we used only the 
initial 4.5 μs (MD1), 2.4 μs (MD2) and 2.8 μs (MD3) segments extracted from 3x10 μs 
trajectories of r(UUCG) tetraloop.40 In these segments the majority of the signature 
interactions of the r(UNCG) tetraloop is preserved.40 The remaining MD segments were not 
analyzed since the r(UUCG) tetraloop denaturates and deviates significantly from the 
canonical structure. Further, the ribose…guanine lp…π contact is totally lost because the 
guanine nucleobase flips out of the loop.  

Additional software:  Structures were visualized by Molden116 and VMD117; figures were 
prepared with PyMOL118, Jmol119 and VMD; graphs were prepared by Gnuplot104 and 
Xmgrace, MD analyses were performed using CPPTRAJ120 obtained from AmberTools18106. 

 



   
 

   
 

Results and Discussion 
Vertical energy scans reveal substantial differences between DHDF-D3 and AFF lp…p 
descriptions. 

First, we discuss two representative DME…nucleobase vertical energy scans (Figure 3; for 
deoxyribose…nucleobase scans see DME…G/C versus deoxyribose…G/C calculations and 
Figure S2 in the Supporting Information). For DME…G, the O4' atom is located above the 
pyrimidine ring centroid; for DME…C, the O4' atom is positioned above the C2 atom. Both 
positions are near the global minimum on the respective minIEd surfaces, i.e., the DME 
positions leading to the closest optimal contact distance (see below). Additionally, Figure 3 
displays FNO-CCSD(T)/CBS (abbreviated as “CCSD(T)”) reference data to validate the DHDF-
D3 results. The excellent agreement between the less computationally demanding DHDF-D3 
(in red) and the more accurate CCSD(T) ‘gold standard’ calculations (in black; Figure 3) 
supports the use of the DHDF-D3 approximation. 

For DME…G, the DHDF-D3 interaction energy minimum at 2.97 Å versus 3.10 Å for the 
AFF interaction energy curve displays a clear +0.13 Å shift of the AFF minimum towards longer 
distances. For DME…C, the DHDF-D3 and AFF curves show a greater distance shift (+0.24 Å) 
with interaction energy minima at 2.91 Å and 3.15 Å, respectively. 

 
Figure 3. Comparison of AFF (AMBER FF; blue) and DHDF-D3 (DSD-BLYP-D3/ma-def2-QZVPP; red) vertical 
scans of the interaction energy along the O4'…nucleobase distance for a) DME…G and b) DME…C. The 
‘gold-standard’ FNO-CCSD(T)/CBS calculations (black) are shown for reference. The decomposition of the 
non-bonded AFF potential in electrostatic (orange) and Lennard-Jones (green) components is also shown. 
AFF and DHDF-D3 minima distances are indicated. The grey double arrows mark the distances where the 
AFF becomes positive; the associated box displays the interaction energy difference between AFF and 
DHDF-D3. 



   
 

   
 

AFF overestimates short-range repulsion for lp…π contacts compared to the DHDF-D3 
reference. 

To assess the importance of the AFF limitations and their implications for MD simulations, it 
is crucial to consider not only the position of the minima, but also the gradients of the energy 
curves in the regions commonly sampled in MD simulations. The too steep short-range AFF 
repulsive regions are a source of spurious forces that could affect the outcome of MD 
simulations. Figure 3 highlights large AFF energy gradients at distances below the energy 
minima and a sharp increase in the DHDF-D3 vs. AFF difference for intermonomer distances 
below 2.9 Å, where the LJ approximation for the short-range repulsion starts to break down 
(see AFF electrostatic and LJ energies show substantial deviations from SAPT especially for 
compressed structures). For instance, the AFF energies become positive below 2.7 Å, while 
the QM energies are still around −3.0 kcal.mol-1 at this distance. 

AFF minIEd surfaces are too repulsive and shallow compared to the DHDF-D3 reference. 

DME…purines. The global minimum of the DHDF-D3 minIEd surface for both purine 
nucleobases is located in the middle of the pyrimidine rings at 2.97 Å (G) and 2.95 Å (A) (Figure 
4 and Table S2). The surface remains shallow towards the C2 and C6 atoms. A secondary 
minimum is located above the imidazole rings at 3.04 Å (G) and 3.01 Å (A). For G, the location 
of the global minIEd minimum is in agreement with PDB database analysis of NpG Z-like steps 
that show that the O4' atom is mainly distributed above a region located between the C2 and 
C6 atoms and the pyrimidine ring centroid.4,17 The data is also consistent with a PDB database 
analysis taking into account (deoxy)ribose…nucleobase stacking contacts between non-
consecutive nucleotides.5 

The AFF minIEd surfaces recover some features of the DHDF-D3 surfaces, i.e., the 
surface minima are located close to the centroid of the pyrimidine ring (Figure 4). However, 
the minima lie at ≈3.10 Å, a notable deviation of 0.13 Å (A) and 0.15 Å (G) from the DHDF-D3 
surface minima (Figure 4 and Table S2). Overall, the AFF minIEd surfaces are too repulsive 
over the whole surface area and are shallower than the DHDF-D3 minIEd surfaces. This is likely 
a consequence of the simple form of the AFF non-bonded potential that is unable to capture 
short-range electronic-structure effects like polarization, charge-penetration, and exchange-
repulsion. AFF also fails to correctly describe the area between the two rings and the second 
minimum within the imidazole ring. The latter point should be of limited practical importance 
for MD simulations of systems with Z-step-like lp…π stacking since the O4' atom does not 
occur in positions above the imidazole ring in these structures, in contrast to what is observed 
for some ribose…nucleobase stacks occurring between non-neighboring residues in RNAs.4,5 

DME…pyrimidines. Z-like steps with pyrimidine instead of purine nucleobases are less 
frequent. Few cases were reported for RNA and only one for DNA.4 However, in RNA different, 
non-Z-step-like ribose…nucleobase stacking types were observed in crystallographic 
structures with uracil or cytosine as a nucleobase.5 

The DHDF-D3 minIEd surfaces of both pyrimidine nucleobases are similar to each 
other (Figure 5 left). The minima are located close to the C2 atom and not close to the ring 
centroid as one would expect from the purine nucleobases data (Figure 4). This dissimilarity 
may result from the absence of the pyrimidine/imidazole junction that allows for smaller 



   
 

   
 

atomic volumes of the purine C4/C5 carbon atoms when compared to the “equivalent” 
pyrimidine C6/C5 atoms due to the presence of the electron-withdrawing nitrogen atoms of 
the imidazole ring. For instance, the minimum distance of approach to the C5 atom in 
pyrimidines is ≈3.22 Å while it is close to 3.15 Å (G) and 3.09 Å (A) in purines (see AIM 
polarizabilities α(0) explain shapes of minIEd surfaces and Figure 6). Interestingly, our DHDF-
D3 results are in agreement with a PDB database study of (deoxy)ribose…nucleobase stacking 
that shows that the O4' atom is mostly positioned above the C2 atom of a pyrimidine 
nucleobase.5 

Overall, the agreement between DHDF-D3 and AFF for the pyrimidine systems is poor. 
The AFF minIEd surfaces of the pyrimidine systems (Figure 5) are barely capturing any of the 
essential features of their DHDF-D3 counterparts. For DME…C, the AFF surface shows a 
spread-out minimum covering a large part of the left side of the surface plot and the lowest 
value is by ~0.21 Å larger compared to the DHDF-D3 minimum (Figure 5 and Table S2). As a 
reminder, Figure 3b shows the vertical scan for the position above the C2 atom and a 0.23 Å 
difference between DHDF-D3 and AFF for the minimum. The lowest point of the DME…U 
surface lies outside the ring near the N3 atom. Adding another nucleobase point outside of 

 
Figure 4. DME…G and DME…A minIEd surfaces for DHDF-D3 and AFF. Guanine and adenine nucleobases lie in 
the xy plane. Color represents the ‘z’ coordinate of the O4' DME atom. The color scale is the same for all plots 
to ease visual comparison. This causes a region of the AMBER surface around the N7 atom to be imprecisely 
represented as it slightly exceeds the scale. Black arrows and distance values point to minima of the minIEd 
surfaces marked by red dots; small black dots mark nucleobase points where the vertical scans were calculated 
(see also Figure S1). The AFF vs. DHDF-D3 difference range is 0.03–0.18 Å and 0.05–0.19 Å for G and A, 
respectively. DHDF-D3 data for G are taken from Kruse et al.17 



   
 

   
 

N3 was not sufficient to determine an unambiguous minimum. In lieu of a proper minimum 
the shortest distance of the AMBER minIEd surface is used as a pseudo-minimum for DME...U 
in Figure 5 and Table S2. 

AIM polarizabilities α(0) explain the minIEd surface shapes. 

Figure 6 pictures atom-in-molecules (AIM) polarizabilities α(0) of the four nucleobases that 

we calculated to rationalize the shapes of DHDF-D3 minIEd surfaces (see below). The AIM 
polarizabilities obtained from DFT-D4 dispersion theory70,71 approximate atomic volumes18,19 
and thus can serve as a qualitative surrogate measure for the elusive 'real' vdW surface, 
although atomic anisotropy information is missing.17 

The shape of the guanine minIEd surface fits nicely with the relative magnitudes of the 
AIM α(0) polarizabilities (Figure 6 and Kruse et al.17), especially for the pyrimidine ring. The 
C2 and C6 atoms, being the two smallest atoms of the guanine rings, allow for the closest 

 
Figure 5. DME…C and DME…U minIEd surfaces for DHDF-D3 and AFF. Cytosine and uracil nucleobases lie in the 
xy plane. Color represents the ‘z’ coordinate of the O4' DME atom. The color scale is the same for all plots to 
ease visual comparison. Black arrows and distance values point to minima of the minIEd surfaces marked by red 
dots; small black dots mark points where the vertical scans were calculated (see also Figure S1). Note that for 
DME…U no AFF minIEd minimum is defined as it is outside the ring beyond the N3 atom. In this case, a grey 
arrow points to the N3 atom and the minIEd distance from vertical scan above the N3 atom is written in the 
graph. The AFF vs. DHDF-D3 difference range is 0.01–0.23 Å and 0.00–0.20 Å for C and U, respectively. 



   
 

   
 

O4’...ring atom contacts. For DME…A, the minIEd surface minimum spreads to the C4 and C6 
atoms which are the smallest adenine rings atoms. 

AIM polarizabilities explain also the minIEd surfaces of pyrimidine nucleobases where 
the smallest C2 and the biggest C5 atom show the shortest and the largest O4’...ring atom 
contact distances, respectively. Moreover, the significant shift of the minIEd minimum from 
the center of the six-atom rings for purines to the C2 atom for pyrimidines can be explained 
by the AIM α(0) polarizability values of C5 and C6 atoms (right side of the ring) that are 
significantly larger compared to the corresponding C4 and C5 atoms of purine nucleobases 
(Figure 6). 

LJ parameters for nucleobase carbon atoms should not be identical in force fields. 

The large range of DHDF-D3 vs. AFF differences shows that some minima locations on 
nucleobase surfaces are better described by AFF than others. The largest range is observed 
for DME…C where the difference between the DHDF-D3 and AFF minIEd distance is negligible 

for O4'…C(C5), while the deviation is large for O4'…C(C2) (0.23 Å). This appears to be 
correlated with the differences in AIM polarizabilities between the carbons (small C2, large 
C5; Figure 6). It suggests that the vdW radii for the nucleobase carbon atoms — currently 
represented by an identical set of LJ parameters in the AFF (Table S5) — might be too large 
for the atoms connected to electron withdrawing groups like the guanine C2 atom.17 Note 
that the AFF LJ parameters for the nucleobase sp2 carbons are derived from Monte Carlo 
simulations on liquid benzene and are thus identical to those of benzene rings devoid of 
electro-attractive-groups (Table S5).24 Thus, it can be assumed that the pyrimidine C5 and C6 
atoms that display the largest AIM volumes are similar to the benzene sp2 carbon atoms and 
that the same AFF LJ parameters can be used. But it is clearly not the case for the carbon 
atoms connected to electron withdrawing groups and it is timely to add some diversity to the 
set of nucleobase LJ parameters. 

To support our rationalizations based on AIM polarizabilities, we also calculated SAPT 
vertical scans with (DME)O4' located above the smallest (C2) and largest (C5) cytosine atom. 
Results show that exchange-repulsion (essentially Pauli repulsion) as well as the London 
dispersion (related to atomic polarizabilities) are notably smaller when O4' is located above 
the C2 atom (Figure S3 in Supporting Information). This agrees with a carbon atom with a 
smaller effective vdW radius and a smaller α(0) polarizability value. 

The DHDF-D3 and AFF minIEd surface comparison and the different AIM polarizability 
volumes of the ring carbon atoms indicate that (deoxy)ribose…nucleobase stacking cannot be 
precisely described at a quantitative level by the current uniform carbon atom AMBER LJ 

 
Figure 6. Atom-In-Molecule (AIM) polarizabilities α(0) representing the volume of atoms in atomic units of cubic 
bohr (a0

3) for the four nucleobases guanine (G), adenine (A), cytosine (C) and uracil (U). The carbons discussed 
in the text are marked by blue (smaller carbon atoms) or red (larger carbon atoms) arrows.  
 



   
 

   
 

parameters. On one side, FFs should be parametrized with limited number of atom types to 
avoid over-fitting, as discussed in Schauperl et al.121 On the other side, describing all 
nucleobase ring carbons by the same LJ parameters is a very rough approximation as becomes 
apparent from our data. This may be especially important for systems where the distance of 
an oxygen atom to a carbon atom is among the shortest known. Thus, we tentatively propose 
that LJ radii for nucleobase carbon atoms should adhere to the following size-relation: 
C2<C6<C4~C5 for G, C4~C6<C2~C5 for A, and C2<C4<C6<C5 for C and U and be smaller or 
equal to those of benzene rings. Further evaluation using either a larger dataset or following 
a different approach, like obtaining AIM electron density-based LJ parameters unique for each 
atom prior to MD simulation as proposed by Kantonen et al.122, is needed to precisely 
parametrize LJ radii values for sp2 carbon atoms. It can be noted that earlier we calculated 
α(0) polarizabilities for the indole rings17 and that the values for the two junction carbons are 
large and close to those calculated for pyrimidine C5 and C6 nucleobase atoms. 

Interaction energies for the lp…π DME…nucleobase stacking are equally weak for all the 
nucleobases. 

Interaction energy (IE) surfaces, defined as the strongest (minimum) interaction energies of 
the vertical scans, are discussed in detail in the Supporting Information. Table S2 shows that 
DME…G is the system with the weakest DHDF-D3 interaction energy (−3.9 kcal.mol-1) and 
DME…C the strongest (−4.4 kcal.mol-1). A cautious interpretation of the data is that all our 
systems are very close in energy, i.e., no nucleobase stands out as particularly suitable or 
unsuitable for (deoxy)ribose…nucleobase interactions and all the interaction energies are 
weak compared to typical nucleobase...nucleobase interactions (−6.0 kcal.mol−1).53 The AFF 
reproduces the DHDF-D3 energy range around the surface minima relatively well although it 
fails to reproduce important structural features and short-range energies (Figure 3). We also 
note that interaction energies cannot be straightforwardly related to free energies in nucleic 
acids.123  

AFF electrostatic and LJ energies show substantial deviations from SAPT especially for 
compressed structures. 

It has been suggested that short (deoxy)ribose…nucleobase contacts may be subtly vertically 
compressed by the surrounding structural context, because lp…π contacts in nucleic acids 
often occur in locally strained molecular topologies as in Z-DNA and in r(UNCG) 
tetraloops.17,124,125 To evaluate the range of potential compression effects, we performed 
SAPT computations that decompose the interaction energy into electrostatics, London 
dispersion, induction, and exchange-repulsion at three vertical separations: (i) the minimum 
of the corresponding minIEd surface (ii) extended by 0.3 Å and (iii) compressed by 0.2 Å. For 
all three separations SAPT shows dominating London dispersion followed by strong 
electrostatics (Table 1), in agreement with previous works.16,17 Although extending or 
compressing the stacking distance does not change the interaction energy substantially, as 
typical for non-covalent interactions with naturally flat potentials near their minimum, it does 
change the relative composition of the interaction energy (Table 1 and Figure 4 of Kruse et 
al.17). At longer distances the electrostatic interactions contribute less and dispersion 



   
 

   
 

becomes more important, while at shorter distances, where the electron clouds overlap 
more, the electrostatic contribution increases as charge penetration effects come to play.60 

The AFF decomposition shows that the LJ potential dominates the interaction energy 
curve as the Coulomb FF electrostatics remains flat in the equilibrium region and almost 
without a contribution to the AFF curve (Table 1 and Figure 3). It is known that the AMBER 
electrostatics is fairly insensitive for nucleobase…nucleobase stacking vertical separation.50,52 
We show that this is also the case for the lp…π (deoxy)ribose…nucleobase stacking. Point-
charge schemes are known to be deficient at short-range due to the lack of explicit charge-
cloud penetration effects that become important once the electron densities of both 
molecules start to overlap ('interpenetrate') and are usually attractive for charge-neutral 
molecular densities.56–60 However, most classical non-bonded FF potentials should be 
understood as effective potentials, where the accuracy of the individual parts is less important 

than their sum.57 For example, the exponential distance-dependence of the charge 
penetration and the short-range exchange-repulsion allow for the systematic cancelling of 
errors between the missing charge penetration effects and the approximate r−12 distance-

Table 1. SAPT2+(3)δMP2/jun-cc-pVTZ (SAPT) interaction energy decomposition into electrostatics (ΔEelect), 
London dispersion (ΔEdisp), induction (ΔEind), exchange-repulsion (ΔEexch-rep) as well as AFF electrostatic 
(ΔEelect) and Lennard-Jones (ΔELJ) terms. The percentages indicate the contributions of the attractive 
components. 

Interaction component type DME…G DME…A DME…C DME…U 
SAPT at minIEd minimum (kcal.mol-1) 

ΔEelect −2.3 (21 %)  −2.7 (24 %) −2.8 (30 %) −3.4 (35 %) 
ΔEdisp −8.0 (74 %) −7.7 (71 %) −5.8 (62 %) −5.8 (59 %) 
ΔEind −0.5 (5 %) −0.5 (5 %) −0.8 (8 %) −0.6 (6 %) 
ΔEexch-rep 7.3 7.2 6.3 6.3 
ΔEtotal_SAPT −3.6 −3.7 −3.2 −3.6 

AFF (kcal.mol-1) 
ΔEelect 0.4 0.4 0.2 −0.7 
ΔELJ −3.7 −3.3 −2.1 −2.0 
ΔEtotal_AFF −3.3 −2.9 −1.8 −2.7 

SAPT at minIEd minimum +0.3 Å (extension; kcal.mol-1) 
ΔEelect −0.5 (8 %) −0.8 (14 %) −1.0 (20 %) −1.5 (28 %) 
ΔEdisp −5.1 (87 %) −4.9 (82 %) −3.7 (72 %) −3.7 (67 %) 
ΔEind −0.3 (5 %) −0.3 (4 %) −0.4 (9 %) −0.3 (6 %) 
ΔEexch-rep 2.7 2.7 2.3 2.3 
ΔEtotal_SAPT −3.2 −3.3 −2.9 −3.3 

AFF (kcal.mol-1) 
ΔEelect 0.6 0.5 0.3 −0.4 
ΔELJ −3.9 −3.6 −2.7 −2.7 
ΔEtotal_AFF −3.3 −3.2 −2.3 −3.1 

SAPT at minIEd minimum −0.2 Å (compression; kcal.mol-1) 
ΔEelect −4.9 (29 %)  −5.3 (32 %) −5.4 (37 %) −6.1 (40 %) 
ΔEdisp −10.9 (66 %) −10.4 (63 %) −8.0 (54 %) −8.0 (53 %) 
ΔEind −0.9 (5 %) −0.9 (5 %) −1.3 (9 %) −1.1 (7 %) 
ΔEexch-rep 13.9 13.7 12.3 12.4 
ΔEtotal_SAPT −2.8 −2.8 −2.4 −2.8 

AFF (kcal.mol-1) 
ΔEelect 0.2 0.3 0.1 −0.9 
ΔELJ −1.5 −1.1 0.7 0.8 
ΔEtotal_AFF −1.3 −0.8 0.8 −0.1 

 



   
 

   
 

dependence of the repulsive part of the LJ potential in AFF.57 Thus, the short-range charge-
penetration part of QM electrostatics is effectively included in the vdW term of AFF. 

While these schemes work relatively well at typical vdW distances, the erroneous 
behavior of the too steep r−12 term of the LJ potential dominates the short-range region 
entirely, as also shown by a significant weakening of AFF interaction energy in the compressed 
lp…π structures (Table 1). For instance, while the difference for the DME…G model between 
the SAPT and AFF energy at the minIEd minimum is -0.3 kcal.mol-1, it is -1.5 kcal.mol-1 when 
compressed by only 0.2 Å. For DME…C, the AFF interaction energy is even repulsive 
(+0.8 kcal.mol-1) above the minimum with a compression of 0.2 Å. Similar observations of a 
systematically too repulsive AFF potential in the short-range region of interatomic contacts 
have been reported before.40,50–52,57,126 The awareness about the too steep repulsion of the 
LJ potential goes all the way back to Buckingham.54 However, the r−12 form (equation (2) in 
Computational details) has been favored in all major biomolecular FFs over the Buckingham 
exponential form for computational efficiency reasons. 

Sampling lp…π distances in the repulsive short-range region by MD simulations is 
problematic due to inaccurate LJ potentials. 

Above, we have shown that AFF overestimates the minIEds in lp…π 
(deoxy)ribose…nucleobase stacking compared to the reference DHDF-D3 method (Figure 4 
and 5). In addition, for the short-range repulsion part, the agreement between AFF and DHDF-
D3 worsens due to the steepness of the r−12 LJ repulsive term at small contact distance (Figure 
3). This means that the shorter the lp…π distances below the QM minimum, the larger the 
bias introduced by the AFF approximation. To evaluate the extent to which the short-range 
regions are sampled by MD simulations, we analyzed the (deoxy)ribose…G contacts in MD 
simulations of Z-DNA and r(UNCG) tetraloops systems. 

Z-DNA. It has been shown that MD simulations of Z-DNA using currently available AFFs lead 
to an overall unsatisfactory description of the double-helical geometry.39,46–48 Although not 
fully satisfactory regarding description of the Z-DNA backbone substates, the best 
performance so far has been obtained with the OL15 version of the AMBER FF.39,48 

We analyzed Z-DNA MD simulations conducted with OL15 at 100 K and 300 K. The 
300 K simulations sampled various backbone substates similar to those described by Zgarbová 
et al.39 including flipping of the native αg+/γt to the non-native αt/γg+ conformation in CpG 
steps. The 100 K simulations are mirroring the situation of the crystal structure more closely 
and retain well the crystal structure conformation. We noticed that the cytidine deoxyribose 
changes its pucker from C2'-endo to C1'-exo at both temperatures and even moves to O4'-
endo in the 300 K simulation. 

The average O4'…G-plane distance (Figure 7) analyzed for the middle CpG 
dinucleotides of Z-DNA strands is 3.03 Å (300 K). If selecting only the snapshots with a 
preserved canonical CpG Z-step (around 18 % of all the snapshots), the average distance is 
reduced by 0.07 Å to 2.96 Å (see Table S6). Interestingly, sampling of short deoxyribose…G 
distances is correlated with a moderate deformation of the deoxyribose ring (the above-
mentioned shift of deoxyribose pucker to C1'-exo or O4'-endo conformations). The 
deoxyribose deformation appears to ease the atom-atom steric conflict and leads to 
extension of the O4'…G distances. While the average O4'…G distance over C3pG4 and C9pG10 
in the 3P4J X-ray structure (2.87 Å)17 is exceeded by the 300 K MD, it is well reproduced by 
the 100 K simulation (2.91 Å; this distance is reduced by 0.03 Å to 2.88 Å if only the C3pG4 and 



   
 

   
 

C9pG10 satisfying the Z-step criteria – 36 % of all the snapshots – are considered; see Table 
S6). At the same time, the average MD distances are smaller than the AFF minIEd values for 
the model system indicating that the repulsive region of the non-bonded potential for the 
deoxyribose…G stacking is sampled in both the 100 K and 300 K simulations. However, in the 
100 K simulations the Z-DNA conformation remains stable, likely due to the reduced 
temperature preventing crossing of conformational energy barriers, which is also the reason 
for the well reproduced averaged O4'…G distance. Also, it agrees with the distribution of the 
O4' projection points on the G nucleobase (Figure 7). While in the 300 K simulations the O4' 
projection points form a single cloud spreading from the center of the pyrimidine ring to the 
ring-atoms, there is a group of six clouds in the 100 K simulations (one for each CpG step) as 
the O4' occupies a smaller region of space above the nucleobase in the locked Z-DNA 
geometry. Figure 7 also shows no preference for any of the ring atoms by the O4' atom in 300 
K simulation, which is in agreement with the spuriously flat AFF minIEd surface (Figure 4). 
However, in X-ray data72 and to some extent in the 100 K simulations, the C2 atom contact is 
preferred.17 

The r(UUCG) tetraloop. Tracing the origins of systematic AFF shortcomings from real-system 
MD simulations is challenging. Inaccuracies in the approximate potentials may accumulate 
and are often mutually interrelated as highlighted by a recent study of the r(UUCG) 
tetraloop.40 Despite efforts involving a true multi-scale approach employing small QM 
models, large QM/MM systems and long time-scale MD simulations no singular or 
conceptually simple force-field aspect leading to the observed instabilities could be identified. 
It was concluded that the difficulties in describing r(UNCG) tetraloops are likely due to 
multiple force-field imbalances that are magnified by the unusually confined conformational 
space of the native r(UNCG) free-energy basin. 

Here, we used three 10 μs-long MD simulations of the r(ggcacUUCGgugcc) tetraloop 
NMR structure113 taken from Mráziková et al.40 to analyze O4'…G distances in three 
simulations segments where the tetraloop structure is preserved (see “Computational 
details”).40 We observe again a high sampling of short O4'…G distances (Figure 7 right). The 
average from all analyzed segments is 2.93 Å, which is shorter by 0.10 Å compared to Z-DNA 



   
 

   
 

MD data but close to the ≈2.90 Å experimental O4'…G distances derived from both the NMR 
(PDBid: 2KOC113) and an ensemble of X-ray structures.4 In contrast to Z-DNA, the O4' is 
frequently located directly over the ring and close to the C2 atom, as displayed by the O4' 

projections on the G nucleobase (Figure 7). It indicates that the r(UUCG) tetraloop is too stiff 
to ease the steric repulsion between the O4' and the ring-atoms, which eventually leads to 
disruption of its native conformation. 

 
Figure 7. Histograms of O4'…G (lp-p) distances and top-down/side views on the O4'…G nucleobase from 
AFF MD simulations of Z-DNA and r(UUCG) tetraloop models. In the histograms the time-averaged O4'…G 
distances are marked by vertical dashed lines (black/100 K, red/300 K) while experimental values for Z-
DNA (for 3P4J C3pG4 and C9pG10 steps) and r(UUCG) (2KOC, average from 20 models) are marked by blue 
solid lines. Projection points of the O4' atom on the G nucleobase are displayed as red points and averages 
for each combination of one CpG dinucleotide (for Z-DNA either 3-4 or 9-10) with one MD simulation are 
marked as yellow dots. In the top-down/side views on the O4'…G nucleobase every 100th snapshot is 
visualized. Note that for Z-DNA MD simulations the picture consists of the six independent O4'…G 
distance calculations for both the 100 K and 300 K simulations (3 MD times two dinucleotides). While in 
the 300 K simulations the O4' projection points are equally distributed for the six cases, there is a group 
of six clouds in the 100 K simulations because of the locked-in starting conformations of the CpG steps. 
For r(UUCG) tetraloop MD simulations, the picture consists of the three independent O4'…G distances 
calculations (3 MD). 



   
 

   
 

In conclusion, distances below the minIEd surface minima are sampled in both Z-DNA 
and r(UUCG) tetraloop trajectories. It indicates that the overall Z-DNA and UNCG tetraloop 
structures tend to compact the (deoxy)ribose…G stacking. Thus, due to thermal fluctuations, 
the simulations face an exaggerated short-range LJ potential repulsion that inevitably biases 
the statistical MD sampling and has the potential to destabilize the native state. This may be 
one of the reasons leading to a problematic description of Z-step containing nucleic acid 
structures in current MD simulations. 

Conclusion 
Herein, we evaluated the ability of the AMBER FF (AFF) non-bonded potential to describe the 
(deoxy)ribose…nucleobase lp…π stacking through comparisons with the highly accurate 
double-hybrid DFT (DHDF-D3) method. Vertical interaction energy scans calculated using 
DME…nucleobase (G, A, C, U) models reveal a clear over-repulsiveness of the AFF especially 
in the short-range region of the interaction. Moreover, the over-repulsiveness of the AFF is 
non-systematic and varies for different positions of the O4' atom above the nucleobase. For 
instance, while the difference in DHDF-D3 and AFF minimum interaction energy distances 
(minIEds) is significant for the C2 atom for all the nucleobases, the AFF behaves correctly for 
the C5 atoms of pyrimidine nucleobases. This is a consequence of notable differences in 
atomic volumes of the nucleobase carbon ring-atoms, as indicated by AIM α(0) polarizability 
calculations. This implies that using the same vdW radius for all ring-carbon atoms is not the 
best choice for nucleobase systems. Based on our results we suggest that nucleobase carbon 
atom LJ parameters, which are all identical in the AFF, should follow the size-relationships: 
C2<C6<C4~C5 (for G), C4~C6<C2~C5 (for A), and C2<C4<C6<C5 (for C/U) and recommend that 
the LJ parameters of N and O atoms in aromatic rings should also be reevaluated. 

Since the (deoxy)ribose…nucleobase lp…π stacking occurs commonly in 
conformationally highly strained structures, the AMBER MD simulations may either sample 
short (deoxy)ribose…nucleobase distances, contributing to a structural strain caused by the 
over-estimated short-range repulsion, or avoid them, leading to disruption of local 
conformations. MD distance sampling of a Z-DNA helix and a r(UUCG) tetraloop strongly 
suggests that simulations of nucleic acid structures with Z-steps are affected by an 
exaggerated short-range repulsion of the O4'…G contacts. The excessive short-range LJ 
repulsion prevents further compaction of the O4'…G interaction that the real system would 
use to achieve an overall balance of the intricate Z-step conformation. Therefore, the too 
‘large’ AFF nucleobase carbon atoms distort any structural sampling of Z-steps due to an 
increased strain in these highly specific and apparently stiff (and thus also brittle) 
conformations. The mere modification of the AFF atomic radii would not necessarily eliminate 
the problem, as the spurious behavior of the AFF short-range repulsion region stems from the 
oversimplified form of the LJ term. Thus, it is necessary to work on both issues: improving the 
vdW description of nucleobase atoms and finding a way to flatten the AFF lp…π interaction 
potential. Current computational means would allow the use of Buckingham like potentials, 
although this would imply significant reparameterization efforts. 

Associated content 
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Additional computational details, surface scan limitations, deoxyribose…G and 
deoxyribose…C calculations, SAPT for DME…guanine with rotated DME, discussion to IE 
surfaces, MD equilibration and simulations protocols, AMBER atom types and LJ parameters 
for nucleobase atoms, additional MD analyses, SAPT comparison between O4'…C(C2) and 
O4'…C(C5) (PDF) 

Optimized geometries of DME…nucleobase and deoxyribose…nucleobase models; input files 
for bff calculations containing XYZ coordinates of the optimized geometries of 
DME…nucleobase and deoxyribose…nucleobase models, RESP charges and atom types; 
surface data containing XYZ files used for single-point energy calculations and files containing 
O4'…nucleobase distance and the associated interaction energy for both AFF and DHDF-D3 
methods and for each nucleobase (ZIP) 

Data and Software Availability 

The datasets generated during the current study are contained within the manuscript or 
Supporting Information. Raw trajectory data are available from the authors on request.  

The in-house program used for restrained geometry optimizations can be downloaded from 
https://github.com/hokru/xopt (Xopt) and the QM software coupled to Xopt used for energy 
and gradient calculations can be purchased from https://www.turbomole.org/ (Turbomole 
version 7.3). The software used for DHDF-D3 single-point calculations for surface scans is 
freely available after registration at https://orcaforum.kofo.mpg.de/app.php/portal (ORCA 
version 4.0.1), the software used for CCSD(T) calculations and SAPT analysis is freely available 
at https://psicode.org/installs/v14/ (PSI4 version 1.4). The software used for the electrostatic 
potential maps calculations further used for generating RESP charges by Antechamber can be 
purchased from http://gaussian.com/ (Gaussian 09). Antechamber itself, as well as CPPTRAJ 
used for analysis of MD trajectories, is a part of freely available AmberTools found at 
https://ambermd.org/GetAmber.php. The MD software AMBER can be purchased from the 
same website. The in-house program used for single-point AFF calculations for surface scans 
can be downloaded from https://github.com/hokru/BrnoFF (bff). A program used for 
calculations of AIM polarizabilities is freely available at https://www.chemie.uni-
bonn.de/pctc/mulliken-center/software/dftd4 (dftd4).  

The used visualization programs are freely available at https://www3.cmbi.umcn.nl/molden/ 
(Molden), https://www.ks.uiuc.edu/Research/vmd/ (VMD version 1.9.3), http://pymol.org/ 
(PyMOL version 2.5.0) and http://jmol.sourceforge.net/download/ (JMOL version 14.6.4). 
The software used for preparing graphs is freely available at http://www.gnuplot.info/ 
(Gnuplot version 4.6) and http://plasma-gate.weizmann.ac.il/Grace/ (Xmgrace version 
5.1.22). 
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