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Valley degeneracy is a key feature of the electronic structure that benefits the thermoelectric perfor-
mance of a material. Despite recent studies which claim that high valley degeneracy can be achieved
with inverted bands, our survey of rock-salt IV-VI compounds demonstrates that mere band inversion
is an insufficient condition for high valley degeneracy; rather, there is a critical degree to which the
bands must be inverted to induce multiple carrier pockets. The so-called “band inversion parameter”
is a chemically-tunable parameter, offering a design route to achieving high valley degeneracy in com-
pounds with inverted bands. We predict that the valley degeneracy of rock-salt IV-VI compounds can be
increased from NV = 4 to NV = 24, which could result in a corresponding increase in the thermoelectric
figure of merit zT .

1 Introduction
Engineering high valley degeneracy is a common design strat-
egy for achieving high thermoelectric performance, as it en-
ables high electrical conductivity while simultaneously maintain-
ing high thermopower.1–6 In the absence of intervalley scattering,
the thermoelectric quality factor, which determines the maximum
thermoelectric figure of merit zT , is directly proportional to the
valley degeneracy NV .7 Improving zT by increasing the valley de-
generacy has been a focus of many studies; for example, converg-
ing the valence bands of PbTe at the L-point (NV = 4) and along
the Σ-line (NV = 12) has been shown to improve the thermoelec-
tric performance of p-type PbTe.8–13

Recently, nontrivial electronic structure topologies have also at-
tracted interest as a strategy for increasing the valley degeneracy
in materials such as rock-salt SnSe,14,15 PbTe-SnTe-GeTe alloys,16

and Bi2Te3.17–19 In these systems, it is often discussed that band
inversion leads to highly-corrugated Fermi surfaces with multiple
carrier pockets near the band edge. It is curious however that
band inversion leads to high valley degeneracy in some materi-
als while it does not in others; for example, Bi2Te3 has inverted
bands and exhibits high valley degeneracy (NV = 6),20 whereas
the chemically similar Bi2Se3 also has inverted bands but exhibits
a single carrier pocket at the Γ-point (NV = 1).18,19 While band in-
version is a key characteristic of topological insulators in the con-
text of surface/edge states,21–25 comparatively little is discussed
regarding the consequent electronic structure in the bulk.

Here, we discuss the roles of band inversion on the valley de-
generacy of rock-salt IV-VI compounds using a combination of
density functional theory (DFT) calculations, k• p theory, and the
tight binding method. We show that mere band inversion is an
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insufficient condition to obtain a valley degeneracy higher than
NV = 4 in rock-salt IV-VI compounds, and that the degree to which
the bands are inverted instead determines whether NV > 4 can be
achieved. To this end, we show that band inversion can not only
be induced, but also modified chemically by tuning the nearest-
neighbor sp-interaction in rock-salt IV-VI compounds. We suggest
possible avenues of controlling band inversion in rock-salt IV-VI
compounds, leading to an overall 6× increase in the valley de-
generacy from NV = 4 to NV = 24.

2 Electronic Structure Topologies of Rock-
Salt IV-VI Compounds

Binary IV-VI compounds in the rock-salt crystal structure can ex-
hibit either bands with normal ordering or inverted bands. The
band structures and Fermi surfaces of IV-VI compounds are shown
in Figures 1 and S1. The partial contributions of atomic orbitals
to each band suggest that SnTe, SnSe, SnS, GeSe, and GeS in the
rock-salt phase have inverted bands at the L-point of the Brillouin
zone, while PbTe, PbSe, PbS, and GeTe do not, in agreement with
previous studies.26,27

All compounds with normal band ordering exhibit a single car-
rier pocket at the L-point for both the conduction and valence
bands, whereas the shapes of the band edges are more diverse
for compounds with inverted bands. For example, while SnTe ex-
hibits a single carrier pocket for the conduction and valence bands
centered at each L-point (Figure 1a), each half-pocket breaks into
three full carrier pockets that are offset from the L-plane (i.e. the
hexagonal zone boundary of the Brillouin zone containing the
L-point) in rock-salt SnSe and SnS (Figures 1b, S1f), resulting
in an overall 6× increase in the valley degeneracy from NV = 4
to NV = 24. Additionally, rock-salt GeSe and GeS both exhibit a
toroidal conduction band Fermi surface (Figures 1c and S1e) as
opposed to a single conduction band pocket.

It is interesting that similar compounds with inverted bands ex-
hibit diverse Fermi surface geometries, some with a single pocket
centered at each L-point and others with multiple carrier pockets
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Fig. 1 Electronic bands of rock-salt (a) SnTe, (b) SnSe, and (c) GeS,
color-coded by contributions from the IV-s (green), IV-p (red), and VI-p
(blue) atomic orbitals. The Fermi surfaces of the conduction (red) and
valence (blue) bands are shown to the right of each band structure.
Darker Fermi surface colors represent a constant-energy slice 10 meV
away from the band edge, whereas lighter colors represent a slice 100
meV away from the band edge. One set of carrier pockets of SnSe is
shown in Figure S2.

surrounding each L-point. It is therefore clear from the electronic
structure calculations that band inversion does not necessarily in-
duce high valley degeneracy. Rather, we show in the next section
that the degree to which the bands are inverted is a contribut-
ing factor to high valley degeneracy for materials with inverted
bands.

3 When Does Band Inversion Lead to High
Valley Degeneracy?

k • p perturbation theory uses the lowest order dispersion rela-
tion consistent with the symmetry of the structure to model the
electronic bands at or near a single k-point,28 such as the L-point
in IV-VI semiconductors.29–32 The k• p model for the L-point with
3̄m-symmetry is given in the Methods section, where the param-
eters are categorized into those related to interactions parallel to
the L-plane (i.e. in-plane interactions, denoted by ||) and interac-
tions perpendicular to the L-plane (i.e. out-of-plane interactions,
denoted by ⊥). The degree to which the bands are inverted is
parametrized by M0, which we refer to as the “band inversion pa-
rameter” since M0 > 0 yields normal bands (Figure 2a), M0 = 0
yields Dirac cones (Figure 2b), and M0 < 0 gives inverted bands
(Figures 2c and 2d). While both in-plane and out-of-plane inter-
actions are necessary to describe the carrier pockets in e.g. rock-
salt SnSe, we begin our discussion with in-plane interactions to
understand the role of the band inversion parameter M0 for valley
degeneracy.

To obtain high valley degeneracy, the band extrema must be
offset from the high-symmetry L-point, meaning the curvature of
the band should be reversed at the L-point in the direction of
the true band extrema. As derived in the Methods section, the
curvatures of the in-plane energy bands for M0 < 0 are

∂ 2EL−plane
V
∂k2

∣∣∣∣
k=L

= 2C||+

(
2M||−

A2
||
|M0|

)

∂ 2EL−plane
C
∂k2

∣∣∣∣
k=L

= 2C||−

(
2M||−

A2
||
|M0|

) (1)

where EL−plane
V and EL−plane

C denote the valence and conduction
bands, respectively, along a path on the L-plane containing the
L-point (i.e. k3 = 0). As a result, high valley degeneracy in both

bands, in which ∂ 2EL−plane
V

∂k2

∣∣
k=L > 0 and ∂ 2EL−plane

C
∂k2

∣∣
k=L < 0, can be

achieved provided that

2M|| >
A2
||
|M0|

+2|C|||. (2)

Therefore, if the bands are inverted but Equation (2) is not sat-
isfied, then the conduction and valence bands are single-valleyed
at the point of inversion (Figure 2c). On the other hand, if the
bands are inverted and Equation (2) is satisfied, then the bands
form ring-like edges around the point of inversion (Figure 2d).
The threshold can be satisfied by increasing the degree to which
the bands are inverted (i.e. by making M0 more negative).

The six 3̄m-symmetric carrier pockets which are offset from
the L-plane in rock-salt SnSe and SnS (Figures 1b, S1f) indicate
that out-of-plane interactions are necessary to properly model the
electronic structures of these compounds. As shown in Figure 3,
the k • p model can capture the general electronic structure fea-
tures of all rock-salt IV-VI compounds when in-plane and out-of-
plane interactions are included. A single carrier pocket is possible
regardless of whether the bands are normal (Figure 3a) or in-
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Fig. 2 Illustrations of the effects of varying the band inversion parameter M0 on the valence and conduction bands, restricted to the L-plane (i.e. k1
and k2 span the L-plane). Blue and red represent the valence and conduction band characters prior to band inversion. The parameters of the k • p
model are set as follows: A|| = 1, M|| = 1.75, and all other parameters are set to zero. Note that letting C|| 6= 0 would make the conduction and valence
bands asymmetric. (a) Normal, non-inverted parabolic bands (M0 > 0), reminiscent of conventional semiconductors. (b) When the gap closes, i.e.
M0 = 0, the bands are linear at the band crossing, forming a Dirac cone. (c) A gap is reopened when M0 is slightly negative. Although inverted, the

bands are still singly degenerate, as ensured by the condition 2M|| <
A2
||
|M0 |

+2|C|||. (d) Ring-like band edges are induced when the M0 parameter is

decreased further such that the opposite condition 2M|| >
A2
||
|M0 |

+2|C||| is satisfied.

verted (Figure 3b). The electronic structures of PbTe, PbSe, PbS,
and GeTe can therefore be represented by Figure 3a, whereas
the electronic structure of the single-valleyed SnTe with inverted
bands can be represented by Figure 3b. We obtain a ring-like
Fermi surface (Figure 3c) when Equation (2) is satisfied. The
ring-like conduction bands of GeSe and GeS (Figures 1c and S1e)
can be modeled by Figure 3c. The ring-like Fermi surface can be
split into six carrier pockets by including the R1 parameter (Fig-
ure 3d), which can be further broken into three carrier pockets
on each side of the L-plane by the R2 parameter (Figure 3e). As a
result, the R1 and R2 parameters enforce the three-fold rotational
symmetry of the carrier pockets, similar to the hexagonal warping
term used to model the surface states of Bi2Te3.33

It is interesting that rock-salt IV-VI compounds with inverted
bands show no more than six carrier pockets, even though the 3̄m
symmetry of the L-point can permit up to twelve pockets. This
can be understood by identifying the mirror planes of the L-point
(Figure 4a); if the pockets are offset from the mirror planes, then
there must be twelve pockets surrounding each L-point (Figure
S3), as opposed to six when the pockets lie on the mirror planes
(Figure 4b). We speculate that the chemical interactions which
force the pockets to lie on the mirror planes are the same interac-
tions as those which create the pockets at L in rock-salt IV-VI com-
pounds. As described in Refs. 13 and 34, interactions between
cation-p and anion-p states leads to both the valence and con-
duction band extrema at the L-point (kx = ky = kz =±π/a). These
same interactions also affect the band energy when only two of kx,
ky, or kz is ±π/a, as evidenced by the second valence band max-
imum appearing along the Σ-line near (±π/a,±π/a,0).10,12 The
L and Σ pockets merge to form a tube-like Fermi surface approxi-
mately in the shape of a cube with corners (±π/a,±π/a,±π/a),35

as inscribed in the Brillouin zone in Figure 4a. When band inver-

sion forces the band extremum off L, the extremum then moves
down the cube edge which lies on a mirror plane leading to six
carrier pockets for each L point.

4 Chemical Origins of Band Inversion

While many k • p parameters are involved in describing whether
a rock-salt compound exhibits high valley degeneracy, the band
inversion parameter M0 in particular can be described in terms of
chemical interactions directly through a tight-binding model. This
is because the M0 parameter is simply the difference between the
conduction and valence band energies at the L-point, i.e.

M0 = EC(L)−EV (L) (3)

for which analytical expressions can be derived from tight bind-
ing theory.13,34 By considering the s- and p-orbitals of the cation
and anion as basis sets, the energies of the band edges at the L-
point can be described in terms of on-site energies (E) and orbital
interactions (V ) as (using SnSe as the example IV-VI compound)

EV (L) =
1
2

(
E ′Sep

+ESns

)
+

1
2

√(
E ′Sep
−ESns

)2
+48V 2

Sns−Sep

EC(L) =
1
2

(
E ′Snp

+ESes

)
+

1
2

√(
E ′Snp
−ESes

)2
+48V 2

Snp−Ses

(4)

for rock-salt SnSe, where

E ′Sep
≡ ESep +4(VSeppπ

−VSeppσ
)

E ′Snp
≡ ESnp +4(VSnppπ

−VSnppσ
)

(5)

and analogous equations hold for the other rock-salt IV-VI com-
pounds.13 ESep is the on-site energy of the Se-p orbital, VSns−Sep

is the nearest-neighbor Sn-s/Se-p interaction energy, and VSeppσ
is
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Fig. 3 Model Fermi surface geometries by varying k • p parameters in
Equation (6). The basis vectors k1, k2, and k3 of the k• p Hamiltonian are
shown in (a). The blue hexagon corresponds to the L-plane of the
Brillouin zone. The bands are not inverted in (a), whereas they are
inverted in (b)-(e). The Fermi surfaces in (a), (b), and (c) are analogous
to the band structures shown in Figures 2a, 2c, and 2d, respectively,
with an additional out-of-plane component. In (d), the ring is warped into
six Fermi surface pockets by the R1 parameter. In (e), the pockets are
lifted out of the L-plane by the R2 parameter. Parameters used to plot
these surfaces are listed in Table 1.

the next-nearest-neighbor Se-p/Se-p σ -interaction energy.
The molecular orbital energies at the L-point are drawn in Fig-

ure 5, in accordance with the DFT results. Since the atomic
orbital energies of the cation are higher than those of the an-
ion, the conduction and valence band edges are primarily com-
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Fig. 4 (a) Brillouin zone of the rock-salt crystal structure, shown with
mirror planes that pass through the L-point. High-symmetry k-points are
shown as filled dots, and the approximate local maxima along the Σ

lines are shown as open dots. The cation-p and anion-p orbital
interactions in IV-VI compounds that lead to band extrema at the L-point
(kx = ky = kz =±π/a) likely cause the band extrema to prefer the π/a
cube edges (two of kx, ky, or kz is ±π/a – drawn in red). 13 (b) Six carrier
pockets surrounding the L-point retaining 3̄m symmetry when located on
the mirror planes shown as solid lines. The filled and unfilled ellipses
represent pockets located on opposite sides of the L-plane.

posed of cation-p and anion-p orbitals, respectively (Figure 5a).
The molecular orbitals of the rock-salt IV-VI compounds arise
from nearest-neighbor s/p-interactions between the cation and
anion, as well as further splitting of the p-orbital energies by next-
nearest-neighbor p/p-interactions. Cation-p and anion-p orbitals
do not interact at the L-point due to symmetry restrictions.27 The
band edge states have distinct symmetries, which we label L−6 and
L+

6 following the naming convention of Ref. 31. The conduction
and valence band edge states have L−6 and L+

6 symmetry, respec-
tively, when the bands are not inverted, whereas the symmetries
are flipped when the bands are inverted (Figure 5b).27,30,31

It is clear from the diagram that one route to tune the band
inversion parameter M0 is by modulating the nearest-neighbor
s/p interaction. The conduction band edge state in a compound
with normal band ordering results from the hybridization be-
tween cation-p and anion-s orbitals (Figure 5b), so decreasing
the cation-p/anion-s interaction VSnp−Ses would lower the energy
of the L−6 state. Similarly, the L+

6 valence band edge state results

4 | 1–7



Normal

Anion

(b)

s

p

Cation

(a)

s

p

Inverted

M0 > 0

IV-VI Compound

M0 < 0
L6
-

L6
+

L6
-

L6
+

Fig. 5 (a) Hybridization between atomic orbitals of the cation and anion
form the molecular orbitals of rock-salt IV-VI compounds. (b) Molecular
orbital energies of non-inverted IV-VI compounds where the L+

6 state
has lower energy than the L−6 state, and inverted IV-VI compounds
where the states are flipped. Nearest-neighbor s/p-interaction and
next-nearest-neighbor p/p-splitting can be modified to tune the band
inversion parameter M0.

from the interaction between the anion-p and cation-s orbitals, so
increasing the cation-s/anion-p interaction VSns−Sep would raise
the energy of the L+

6 state. This can also be seen from Equation
(4). Tuning the interaction energies in such a way will result in
the inversion of the L−6 and L+

6 states (Figure 5b).
Tuning the chemical interaction strengths to achieve high valley

degeneracy can be done in several ways, for example by alloying
and mechanical deformation. To induce multiple carrier pock-
ets in SnTe, we suggest alloying the compound with either SnSe
or SnS. While SnSe and SnS natively crystallize in the layered
orthorhombic Pnma structure,36,37 single-phase alloys between
SnTe and SnSe in the rock-salt structure have been reported,38,39

indicating that the rock-salt crystal structure can be maintained
up to a solubility limit. Given that the s- and p-orbital energies of
Se and S are lower than those of Te,40 we would expect the Sn-
s/anion-p interaction to strengthen since the atomic orbital ener-
gies will be closer, resulting in an increase in the energy of the
L+

6 state. Similarly, we would expect the Sn-p/anion-s interaction
to weaken since the energy separation between the Sn-p and the
anion-s atomic orbitals will be larger, resulting in a decrease in the
energy of the L−6 state. While it is certainly not guaranteed that
simply increasing/decreasing the chemical interactions will lead
to multiple carrier pockets, we emphasize that exaggerating the
interaction strengths to invert the bands enough is the key crite-
ria for engineering high valley degeneracy. We suggest revisiting

such alloys in light of the present study, as our model predicts a
6× increase in the valley degeneracy of SnTe to NV = 24.

5 Conclusion
Our analysis of the electronic structures of rock-salt IV-VI com-
pounds shows that the mere existence of inverted bands is an
insufficient condition for high valley degeneracy near the band
edges. Instead, the k • p model of the L-point in rock-salt IV-VI
compounds reveals that the degree to which the bands are in-
verted is a far more relevant property to consider. Our model
predicts that a 6× increase in the valley degeneracy, from NV = 4
to Nv = 24, can be achieved in rock-salt IV-VI compounds with
inverted bands by tuning nearest-neighbor chemical interactions.

It is worth mentioning however that while the zT is expected
to increase with valley degeneracy, intervalley scattering mech-
anisms (which reduce the benefit of NV ) may become nonnegli-
gible when multiple carrier pockets are present.7,41,42 As this is
outside the scope of the present study, we leave the effects of in-
tervalley scattering in compounds with multiple carrier pockets to
a future study. Our analysis also holds for materials in which band
inversion occurs at a k-point with 3̄m point group symmetry. No-
tably, our model explains the dissimilar Fermi surface geometries
of Bi2Te3 and Bi2Se3, where the k-point at which band inversion
occurs (Γ) also has 3̄m point group symmetry. Our analysis sug-
gests that one reason why Bi2Te3 exhibits high valley degeneracy
whereas Bi2Se3 exhibits single valley degeneracy is because the
bands are sufficiently inverted in Bi2Te3. Even though band inver-
sion exists in Bi2Se3, it is not enough to move the band extrema
off the Γ point.18,19 In general, although the specific Fermi sur-
face geometry depends on complex interactions, there appears to
exist a critical degree of inversion, below which the Fermi surface
remains single-valleyed.

Methods

Density Functional Theory Calculations

Density Functional Theory calculations were performed using the
Vienna ab-initio Simulation Package (VASP)43–45 using the pro-
jector augmented wave (PAW) method.46,47 The Perdew-Burke-
Ernzerhof (PBE) functional48 was used in each calculation with
a plane-wave energy cutoff of 500 eV and k-point grid of 33×
33× 33 (6001 irreducible k-points)49 for all electronic structure
calculations. Spin-orbit coupling was included in all calculations.
The Fermi surfaces were calculated by interpolating the electronic
structure on a k-point grid that is 5 times as dense using the iFermi
software.50

k • p Model

The electronic structure of rock-salt IV-VI compounds at the L-
point can be well-described using the method of invariants of
k • p perturbation theory.28,51,52 The L-point has 3̄m point group
symmetry.53 We choose the normalized reciprocal lattice basis
vectors to be k1 ≡ (− 1√

2
, 1√

2
,0), k2 ≡ (− 1√

6
,− 1√

6
, 2√

6
), and k3 ≡

( 1√
3
, 1√

3
, 1√

3
) centered at the L-point. By using the valence and

conduction band edges as basis functions and including SOC (i.e.
|VBM,↑〉, CBM,↑〉, VBM,↓〉, and CBM,↓〉), the effective four-band
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k • p Hamiltonian up to third order in k is54,55

He f f =


εk +M(k) A⊥(k3)k3 0 A||(k||)k−
A⊥(k3)k3 εk−M(k) A||(k||)k− 0

0 A||(k||)k+ εk +M(k) −A⊥(k3)k3

A||(k||)k+ 0 −A⊥(k3)k3 εk−M(k)



+
R1(k3

++ k3
−)

2


0 i 0 0
−i 0 0 0
0 0 0 i
0 0 −i 0



+
R2(k3

+− k3
−)

2


0 −i 0 0
−i 0 0 0
0 0 0 i
0 0 i 0


(6)

where

εk ≡C0 +C⊥k2
3 +C||k

2
||

M(k)≡M0 +M⊥k2
3 +M||k

2
||

A||(k||)≡ A||+A′||k
2
||

A⊥(k3)≡ A⊥+A′⊥k2
3

k2
|| ≡ k2

1 + k2
2

k± ≡ k1± ik2

(7)

The last two terms in Equation (6) are analogous to the hexagonal
warping terms introduced in Ref. 33, as they break the ring-like
Fermi surface in Figure 3c to six carrier pockets as in Figures 3d
and 3e. Note that the band edges are doubly degenerate due to
inversion symmetry and time-reversal symmetry,56 which permits
an analytical model for the energy bands

E(k) = εk±
√

M(k)2 +
(
A⊥(k3)k3 +

√
A||(k||)2k2

||+R2
2
)2

+R1
2

(8)
where

R1 ≡ R1(k3
1−3k1k2

2)

R2 ≡ R2(3k2
1k2− k3

2)

(9)

High Valley Degeneracy Condition on the L-plane

We consider paths on the L-plane by setting k3 = 0. Starting with
the conduction band, Equation (8) simplifies to

EC(k) = εk +

√
M(k)2 +A||(k||)2k2

||+R1
2
+R2

2 (10)

To obtain a ring-like conduction band minimum around the L-
point, the conduction band must attain a local maximum at the L-
point. This condition is guaranteed by a negative-definite Hessian

matrix Ĥ of EC(k) at the L-point, where

Ĥ =

 ∂ 2EC
∂k2

1

∂ 2EC
∂k1∂k2

∂ 2EC
∂k2∂k1

∂ 2EC
∂k2

2

 . (11)

Ĥ is negative-definite if the eigenvalues of the matrix are nega-
tive. It turns out that the diagonal terms are identical and are the
only nonzero elements in Ĥ, where

∂ 2EC

∂k2
1

∣∣∣∣
(k1,k2)=(0,0)

=
∂ 2EC

∂k2
2

∣∣∣∣
(k1,k2)=(0,0)

= 2C||−

(
2M||−

A2
||
|M0|

)
(12)

such that the condition shown in Equations (1) and (2) can be
derived. A similar logic follows for the valence band, where the
eigenvalues of the Hessian matrix of EV (k) at the L-point must be
positive for a ring-like valence band maximum.

Table 1 k • p parameters used to plot Figure 3. All unlisted parameters
are set to zero for all subplots.

Parameter (a) (b) (c) (d) (e)
M0 0.1 -0.1 -0.1 -0.1 -0.1
M|| 40 0 40 40 40
M⊥ 5 0 0 0 0
A|| 0 2 2 2 2
A⊥ 0 1 1 1 1
R1 0 0 0 1000 1000
R2 0 0 0 0 -1000
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