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ABSTRACT: Recently there have been several experimental demonstrations of how concerted proton electron transfer (CPET) reaction rates are affected by off-main-diagonal energies, namely the stepwise thermodynamic parameters $\Delta G_{\text{PT}}$ and $\Delta G_{\text{ET}}$. Semiclassical structure-activity relationships have been invoked to rationalize these asynchronous linear free energy relationships despite the widely acknowledged importance of quantum effects such as nonadiabaticity and tunneling in CPET reactions. Here we report variable temperature kinetic isotope effect data for the asynchronous reactivity of a terminal Co-oxo complex with C–H bonds and find evidence of substantial quantum tunneling which is inconsistent with semiclassical models even when including tunneling corrections. This indicates substantial nonadiabatic tunneling in the CPET reactivity of this Co-oxo complex and further motivates the need for a quantum mechanical justification for the influence of $\Delta G_{\text{PT}}$ and $\Delta G_{\text{ET}}$ on reactivity. To reconcile this dichotomy, we include $\Delta G_{\text{PT}}$ and $\Delta G_{\text{ET}}$ in nonadiabatic models of CPET by having them influence the anharmonicity and depth of the proton potential energy surfaces, which we approximate as Morse potentials. With this model we independently reproduce the dominant trend with $\Delta G_{\text{PT}} + \Delta G_{\text{ET}}$ as well as the subtle effect of $\Delta G_{\text{PT}} - \Delta G_{\text{ET}}$ (or $\eta$) in a nonadiabatic framework. The primary route through which these off-diagonal energies influence rates is through vibronic coupling. Our results reconcile predictions from semiclassical transition state theory with models that treat proton transfer quantum mechanically in CPET reactivity and suggest that similar treatments may be possible for other nonadiabatic processes.

Introduction

A wide array of chemical processes proceed through the concerted transfer of both a proton and an electron (concerted proton electron transfer, CPET).1–5 This has motivated a large body of research into what factors control this reactivity.6–19 Typically, reactions with a more favorable free energy of reaction ($\Delta G_{\text{CPET}}$) have a lower free energy of activation ($\Delta G_{\text{CPET}}^\text{a}$).12,18–22 However, there has recently been evidence that this well-established reactivity trend is not always dominant. Notably, the rates of some systems also trend with the thermodynamic energies of off-diagonal elements in a classical CPET square scheme, namely individual proton transfer and electron transfer energies ($\Delta G_{\text{PT}}$ and $\Delta G_{\text{ET}}$, Figure 1).9,23–28 Such asynchronous or imbalanced reactivity trends are well preceded in organic hydrogen atom transfer reactions,29 but their relevance in the broader class of CPET reactions has implications for the mechanism and selectivity of many biological and synthetic systems.30,31

A central paradox that has recently emerged is how the inclusion of off-diagonal thermodynamic elements, which is rooted in semiclassical transition state theory, can be reconciled with CPET reactions which are widely acknowledged to be nonclassical or nonadiabatic (Figure 1).16,32,33 The specific formulations for how $\Delta G_{\text{PT}}$ and $\Delta G_{\text{ET}}$ can affect

Figure 1. The different pictures for CPET transition states that result from varied methods of accounting for proton tunneling.
CPET reactivity vary, but are commonly supported by DFT optimized transition states\textsuperscript{9,23,26,27} and invoke textbook physical organic concepts such as nonperfect synchronization, imbalanced transition states, and More O’Ferral–Jencks’s diagrams.\textsuperscript{34–38} However, the light mass of protons means that quantum effects such as tunneling are often important, and even dominant, in CPET reactivity.\textsuperscript{11,39–45} While semiclassical transition states can be corrected for a moderate amount of tunneling,\textsuperscript{39} extensive tunneling requires a dedicated quantum mechanical treatment which invokes nonadiabatic proton/electron transfer.\textsuperscript{40,41,46,47} This extensive tunneling precludes the formation of a well-defined transition state with the transferring proton localized halfway between donor and acceptor, as is assumed in semiclassical transition state theory. It is unclear how to reconcile structure-activity relationships from semiclassical transition state theory with the significant quantum effects which can occur in proton transfer, or if such a reconciliation is even feasible.\textsuperscript{16,23,32,33,48,49}

Recently our laboratory reported on the reactivity of the terminal Co-oxo complex PhB(Bulm)\textsubscript{3}Co\textsuperscript{III}O (CoO) with C–H bonds (Scheme 1).\textsuperscript{50} It was found that this reaction followed a CPET mechanism, but displayed reactivity trends consistent with a basic asynchronous or imbalanced transition state. Specifically, CoO reacts more quickly with fluorene (pK\textsubscript{a}(DMSO) 23, BDE 82 kcal/mol) than it does with 9,10-dihydroanthracene (DHA; pK\textsubscript{a}(DMSO) 30, BDE 76 kcal/mol), which runs counter to traditional ΔG\textsubscript{CPET} trends but aligns with the importance of an imbalanced transition state resulting in a trend with ΔG\textsubscript{PT} (Scheme 1).\textsuperscript{50–55} The recent controversy over semiclassical trends in nonadiabatic processes prompted us to experimentally probe the importance of proton tunneling in this system and, if a nonadiabatic treatment is necessary, understand how to reconcile nonadiabatic behavior with the asynchronous trends.\textsuperscript{32,33}

Here we show that variable temperature kinetic isotope effect (KIE) measurements for the reaction of CoO with fluorene and DHA show evidence for extensive tunneling most consistent with a nonadiabatic reaction. This result prompted us to evaluate how such a nonadiabatic process could be consistent with the kinetic trends of CoO. We hypothesized that off main-diagonal thermodynamic elements ΔG\textsubscript{PT} and ΔG\textsubscript{FF} can directly affect the rates of a nonadiabatic reaction via vibronic coupling. A model built on simple Morse potentials to test this hypothesis rectifies the apparent discrepancy between the quantum mechanical nature of CPET reactions with semiclassical pictures of imbalanced transition states. Furthermore, this model organically predicts trends with off-diagonal parameters that have been observed from both statistical and computational analysis of metal-oxo mediated CPET reactions. Our results show how imbalanced transition state trends can be integrated with nonadiabatic CPET reactions of metal-oxo complexes and demonstrate that semiclassical structure-activity relationships are compatible with quantum mechanical treatments of reactivity.

**Results and Discussion**

*Variable Temperature KIE Experiments and Implications*

The importance of tunneling in the proton transfer component of CPET can be probed via the temperature dependence of kinetic isotope effects (KIEs, Figure 3).\textsuperscript{39,40,56,57} The slope of ln(ΔKIE) vs. 1/kT gives the difference in activation energy (E\textsubscript{a}(D) − E\textsubscript{a}(H)) between transferring a hydrogen or a deuterium, and the intercept is related to the difference between their exponential prefactors (ln(A\textsubscript{H}/A\textsubscript{D})). In the absence of any tunneling, there are stringent limits on these parameters: E\textsubscript{a}(D) − E\textsubscript{a}(H) must be less than 1.4 kcal/mol, and ln(A\textsubscript{H}/A\textsubscript{D}) is expected to be approximately zero, with −0.70 and +0.35 being generous bounds (Figure 3A).\textsuperscript{39,58}

Tunneling will make a reaction less sensitive to changes in temperature, thereby decreasing the activation energy. This decrease in activation energy is isotope sensitive, with the lighter proton having more efficient tunneling and thereby a sharper drop in E\textsubscript{a} than the same reaction with deuterium. As a result, the difference in activation energies for hydrogen and deuterium increases beyond the 1.4 kcal/mol limit assumed with no tunneling, and the extrapolated intercept may be substantially negative (Figure 3B). However, if tunneling is significant enough, then both deuterium and hydrogen will tunnel extensively, leading to similar activation energies and a slope that is once again within the 1.4 kcal/mol no tunneling limit (Figure 3C). However, in this scenario the intercept does not necessarily need to be zero and can even be significantly positive. This third scenario is difficult to rationalize within semiclassical transition state theory, and the observation of a significantly positive intercept in a ln(ΔKIE) vs. 1/kT plot supports modeling proton transfer as nonadiabatic rather than as semiclassical.\textsuperscript{40,56}

With these experimental benchmarks in mind, we measured the temperature dependent KIEs of CoO reacting with both fluorene and DHA (Figure 2, Table 1). We measured KIEs for fluorene oxidation by competition, analyzing the deuteration of the dimerized radical product (difluorenyl) from reactions with δ-δ-fluorene (intramolecular KIEs) and with 50% δ-fluorene/50% δ-fluorene (intermolecular KIEs). This allowed us to determine both the primary and secondary KIEs for this reaction. Kinetic measurements of
$k_H$ for $d_0$-fluorene and $k_D$ for $d_2$-fluorene gave similar results, but the accuracy was insufficient to confidently assess the intercept (See SI). In contrast, the KIEs from the reaction of CoO with DHA were too large for analysis via product composition; instead, we measured the KIEs by separately measuring $k_H$ and $k_D$ for $d_0$-DHA and $d_4$-DHA, respectively (See SI).

For fluorene, we observe a shallow slope and significantly positive intercept in the plot of ln(KIE) vs. 1/kT which indicates extensive tunneling of both hydrogen and deuterium. This observation supports that tunneling corrections to semiclassical transition states are not sufficient to explain this reactivity, and a more thorough quantum mechanical treatment is necessary; i.e. it corresponds to the scenario in Figure 3C.40,56 Specifically, this is evidence for nonadiabatic CPET in which the activation energy is derived not from the partial transfer of the varied isotope but instead from the reorganization of the environment.

Compared to the oxidation of fluorene, the oxidation of DHA has larger KIEs and a steeper slope. This indicates that deuterium tunneling is more sensitive to temperature than proton tunneling for DHA. While these parameters can be reasonably obtained with tunneling corrections to a semiclassical transition state, they are also consistent with a nonadiabatic reaction. For instance, in enzymatic systems such steep slopes are explained within a nonadiabatic framework by invoking deuterium being more sensitive to tunneling distance.56 Thus, it is most plausible that nonadiabatic effects are consistently important for all CPET reactions of CoO.

The temperature insensitive KIEs for reactions between CoO and fluorene and the resulting positive value of ln($A_H/A_D$) are uncommon in small molecule reactions; however, it is not unprecedented and, in fact, is the norm in enzymatic systems (see Table 1 for a representative sample of other systems).28,59–78 Within the more specific context of metal complex mediated C–H activation, the paucity of data makes it difficult to draw general conclusions regarding the temperature dependence of KIEs and the importance of tunneling. Most reported data, such as the decomposition of a dicobalt µ-peroxo complex65 and the oxidation of ethylbenzene by an Fe(V) oxo complex,64 have negative ln($A_H/A_D$) values which are consistent with tunneling but do not necessarily require the nonadiabatic extreme.

Our dichotomous results are most reminiscent of a series of three copper hydroxide complexes’ reactivity with DHA.68 Two of these complexes display negative ln($A_H/A_D$) but one displays positive ln($A_H/A_D$). Similar results have been reported for bis-µ-oxo complexes of copper.63,66,67 It is not immediately obvious why reactivity between CoO and

### Figure 2
Plots of ln(KIE) vs. 1/kT for the reactions of CoO with fluorene and DHA and the corresponding linear fits. The cyan colored data point at 263 K for DHA was determined via initial rates. This data point is graphed to demonstrate consistency with the other data points, but not included in the linear fits to variable temperature. The x-axis is reciprocal scale, and the y-axis is logarithmic scale.

### Figure 3
Generic plots of ln(KIE) vs. 1/kT for systems displaying (A) no proton tunneling, (B) moderate proton tunneling, or (C) extensive proton tunneling. The x-axes are reciprocal scales, and the y-axes are logarithmic scales.
fluorene and some of these copper reactions are more “enzyme-like” with a positive $\ln(A_H/A_D)$ whereas reactivity between CoO and DHA and most small molecule CPET reactions are not; however, these studies suggest that evidence for nonadiabaticity is perhaps best evaluated in a series of reactions rather than with just one substrate.

The possibility of nonadiabatic effects in C–H activation has been underappreciated to date. Many hypotheses regarding the enhancement of CPET reactivity in transition metal-oxo complexes have been based solely from DFT-calculated transition states, without consideration of whether alternative, nonadiabatic, pictures of the transition state are most appropriate.\textsuperscript{9,11,12,43,81,82} For instance, weak coupling between spin states present in two-state reactivity could lead to significant nonadiabatic effects, but this possibility has not been thoroughly explored. Furthermore, it is not clear if nonadiabatic effects distinguish between $\sigma$ and $\pi$ reaction pathways for metal-oxo mediated C–H activation. While these remain outstanding questions, there is also not yet sufficient experimental data on how general nonadiabatic effects are due to limited variable temperature KIE data. Much more work is needed in this area, both from experimentalists and theorists.

The experimental observation of nonadiabatic reactivity in a system which displays trends more consistent with an imbalanced transition state raises the question of how these two apparently paradoxical theoretical limits can both be viable in this case. Specifically, these results motivate the question of how off-diagonal thermodynamic parameters manifest in a rate theory which treats proton transfer quantum mechanically. As a starting point for interrogating this question, we hypothesized that vibronic coupling may serve as one possible mechanism.

**Imbalanced Transition State Effects Can Manifest Through Vibronic Coupling**

Nonadiabatic CPET can be conceptualized as occurring in two steps: (1) The reactants and the solvent reorganize to a configuration where the reactant and product have the same energy (Figure 4A), and (2) the electron and proton transfer from a discrete reactant vibronic state to a discrete product vibronic state nonadiabatically (Figure 4B; the electron and proton are treated as two separate particles, even for concerted reactivity).\textsuperscript{4,83,84} The first step places the reactant and product vibronic wavefunctions at

---

**Table 1. Isotope dependence of Arrhenius parameters for various reactions.**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Ref.</th>
<th>$E_a(D)−E_a(H)$ (kcal/mol)</th>
<th>$\ln(A_H/A_D)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoO + DHA</td>
<td>g</td>
<td>3.7(3)</td>
<td>−3.3(5)</td>
</tr>
<tr>
<td>CoO + Fluorene</td>
<td>g</td>
<td>0.0(1) (9)</td>
<td>0.1(1)</td>
</tr>
<tr>
<td>TAMLevo + EtPh</td>
<td>64</td>
<td>3.4(8)</td>
<td>−4(2)</td>
</tr>
<tr>
<td>ppmLCuOH + DHA</td>
<td>68</td>
<td>2.9(4)</td>
<td>−3(2)</td>
</tr>
<tr>
<td>LCuOH + DHA</td>
<td>68</td>
<td>0.4(2)</td>
<td>3(3)</td>
</tr>
<tr>
<td>NO2LCuOH + DHA</td>
<td>68</td>
<td>3.6(3)</td>
<td>−5.0(7)</td>
</tr>
<tr>
<td>(L^[a]=CuIII)2(μ-O)2+a,b</td>
<td>67</td>
<td>0.57(7)</td>
<td>2.0(7)</td>
</tr>
<tr>
<td>(L^[b]=CuIII)2(μ-O)2+a</td>
<td>66</td>
<td>1.69(7)</td>
<td>−0.7(1)</td>
</tr>
<tr>
<td>(Tp'^a)CoIIII)2(μ-O)</td>
<td>65</td>
<td>2.75(7)</td>
<td>−1.6(1)</td>
</tr>
<tr>
<td>RuIII(bpy)33+/H2O + PhOH</td>
<td>62</td>
<td>1.68(4)</td>
<td>−1.40(7)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Activation of a ligand C–H bond. \textsuperscript{b}Two distinct sets of parameters are reported for this compound. \textsuperscript{c}Values reported in DCM; similar results were also reported in MeCN. \textsuperscript{d}Sigma-tropic rearrangement to 4-H-Quinolizine. \textsuperscript{e}Soybean Lipoygenase-1. \textsuperscript{f}Peptidylglycine α-hydroxylating monooxygenase. \textsuperscript{g}This work. \textsuperscript{h}Primary KIE \textsuperscript{i}Secondary KIE. Where necessary, reported changes in entropy in e.u. were converted to unitless $\ln(A_H/A_D)$ by multiplication of both value and error by 0.503; changes in enthalpy were used as reported for activation energy differences.

---

**Figure 4.** (A) Energy along the reorganization coordinate of CPET. (B) Energy along the proton coordinate at the reorganized transition state. The solid lines are the proton potential energy surfaces and the lighter lines represent the corresponding ground state vibronic wavefunctions of the proton.
an equal energy, ensuring that energy is conserved when the transfer occurs. The second step, the actual electron and proton transfer itself, has a rate dependent on the coupling between the reactant and product vibronic states. Several formulations for this coupling exist, but it is commonly taken as the product of an electronic coupling and the Franck-Condon overlap between proton wavefunctions.

Thus, instead of representing proton transfer with a single potential energy surface characterized by an activation barrier to climb, this model envisions two separate potential energy wells which represent the restoring force holding the proton on either the reactant or the product. The vibronic overlap of the proton’s wavefunctions in these two wells, along with the electronic coupling between them, takes the place of the barrier height in determining the rate of proton transfer. Greater vibronic overlap leads to faster reactivity in a manner analogous to greater orbital overlap leading to stronger bonding.

Model systems for nonadiabatic CPET typically use either parabolic or Morse potentials which are parameterized with the stretching frequency and bond dissociation energy of the relevant X–H bond. However, it has been noted these potential energy wells do not adequately capture the anharmonicity seen in DFT-calculated potential wells of specific systems. This increased anharmonicity results in qualitatively wider potential wells, with a shallower rise away from the minima.

We hypothesized that this additional anharmonicity of the potential energy well can be approximated with Morse potentials whose depths are determined not by the BDFE of the bond in question but by the vertical energies of proton transfer or electron transfer – the energy of transferring only the proton or electron from reactant to product. These vertical energies with all other atoms frozen in the reorganized state, hereafter referred to as DepthPT and DepthET, are expected to correlate with the adiabatic values of $\Delta G_{\text{PT}}$ and $\Delta G_{\text{ET}}$. This model has important implications for vibronic overlap as shallower wells are wider and more anharmonic. This anharmonicity should lead to larger vibronic overlap and hence the possibility of higher rates.

This hypothesis therefore provides a mechanism by which a decrease in $\Delta G_{\text{PT}}$ and $\Delta G_{\text{ET}}$ can influence the reaction of CPET independent of concomitant decrease in $\Delta G_{\text{CPET}}$. For example, consider the effect of a lower DepthPT. The lower potential energy away from the minima results in a more delocalized vibronic wavefunction which penetrates the barrier to a larger extent (Figure 6A, red curve). The overlap with a product vibronic state increases (Figure 6B,C), and thus the overall reaction rate increases (Figure 5).

Importantly, this emergent picture aligns well with parallel models in semiclassical transition state theory. For instance, this overall model is reminiscent of structure-activity relationships in a More O’Ferral–Jencks plot: the lowering of $\Delta G_{\text{PT}}$ results in an increased probability of the proton being closer to the product, which in turn accelerates the reaction. We also note that this model is complementary to models which invoke the changes to reorganization energy to account for reactivity trends; for example, Hammes-Schiffer and coworkers have found that for certain CPET reactions a more basic acceptor requires less energy to

![Figure 5](image5.png)  
Figure 5. The overlap integral and simulated rate constant as a function of the depth of the (DepthPT). The product potential depth (DepthET) is 27 kcal/mol. See text for a description of the parameters used in the calculations. Both y-axes are logarithmic scales.

![Figure 6](image6.png)  
Figure 6. (A) Two reactant Morse potentials with varying depths (red and blue, left y-axis) with their ground state vibronic wavefunctions (light red and light blue, respectively, right y-axis). (B) The wavefunctions in (A) overlapping with a product vibronic wavefunction. Common overlap is shown in blue, with additional overlap of the shallower potential's wavefunction shown in red. (C) Zoomed version of the overlapping region in (B).
achieve a necessary tunneling distance (which can be considered as part of the reorganization). Simulations Support Trends with Off-Diagonal Thermodynamic Values

The overarching conclusion from this simple model is that the depth of the potential wells can have a substantial effect on nonadiabatic CPET reactivity through vibronic coupling (Figure 7). Shallow potential energy wells, i.e. lower DepthPT and DepthET, result in improved overlap and faster rate constants. With this general conclusion in mind, we then performed simulations of CPET rate constants with this model to determine if some of the previously observed trends with off-diagonal thermodynamic effects can be successfully predicted. We assumed ΔG°CPET = −5 kcal/mol, reorganization energy λ = 40 kcal/mol, tunneling distance R = 0.7 Å, reactant X–H stretching frequency ω = 2900 cm−1, product X–H stretching frequency ω = 3500 cm−1, T = 296 K, and electronic coupling Vel = 100 cm−1 for these models (Figure 5 uses Vel = 106 cm−1 to better align the two y-axes). These parameters are reasonable for CPET with the proton traversing from carbon to oxygen.

The predominant effect that we observe from these simulations is a marked dependency on the combination of DepthPT + DepthET (Figure 7). This overall observation is satisfyingly consistent with a recent statistical analysis on the rates of reaction of a broad family of transition metal-oxo complexes from our group. Interestingly, however, the model provides a more nuanced picture of this trend. When either DepthPT or DepthET becomes small, the reaction becomes more sensitive to this lower depth, as illustrated by the decreased curvature of the upper-left and bottom right corners of Figure 7A. This more subtle trend goes further than our previous statistical analysis in that it explains the apparent insensitivity of the reactivity of CoO with ΔG°ET due to the particularly low values of ΔG°PT and comparatively high values of ΔG°ET in this system.

A consequence of the low sensitivity to DepthET at low DepthPT values, or vice versa, is that in addition to the dominant trend with DepthPT + DepthET there is also a trend with the asynchronicity parameter η previously presented by Srnec and coworkers (η is proportional to DepthPT − DepthET). Namely, our model predicts that as η becomes larger rates should accelerate independent of changes in DepthPT + DepthET, in agreement with the previous analysis by Srnec and coworkers. Furthermore, as the variation in the difference in DepthPT and DepthET may be much larger than the variation in their sum, it is possible that this subtle effect may be dominant in some systems even though a more significant dependence on DepthPT + DepthET is predicted.

Intriguingly, there is also asymmetry in the dependence on η. The rate constant is less affected by more negative η values (small DepthPT) than it is by more positive η values (small DepthET); that is, systems with positive η are expected to react more quickly than systems with negative η (Figure 7B). This preference for low DepthET over low DepthPT increases as the reaction becomes more exergonic (See SI). However, if the reaction is made to be endergonic, the preference is reversed: a lower DepthPT (negative η) is more effective than a lower DepthET (positive η, see SI). We propose that this trend is due to the involvement of excited states in the reaction. Excited vibronic states are more dramatically affected by the decreasing well depths than the ground vibronic state (See SI). Exergonic reactions see a relatively large contribution of reactivity from the ground vibrational state into excited vibrational states, and therefore the greater sensitivity of excited vibronic states to the depth of the well translates into a greater sensitivity in DepthET. Conversely, excited reactant vibronic states are more important in endergonic reactions, and are more accessible for lower DepthPT. If we consider only the reactant ground vibronic state to product ground vibronic state reactivity, we observe that while reactions with |η| > 0 are still favorable, there is no longer an asymmetry between positive and negative η (See SI).

Figure 7. Simulated rate constants for CPET as a function of proton and electron transfer depth. (A) The effect of both DepthPT and DepthET on the simulated rate constant (1/s) which is shown from blue to red according to the sidebar. The lines illustrate cross-sections that are plotted in (B). (B) Plot of simulated rate constants versus DepthPT + DepthET for DepthPT > DepthET (dashed line), DepthPT = DepthET (solid line), and DepthPT < DepthET (dotted line). Simulated rate constants are shown on a logarithmic scale.
While the asymmetry in the dependence on $\eta$ is subtle, it may be of relevance to selectivity in C–H activation reactions. For instance, compound I in cytochrome P450 performs uphill reactivity and metal-oxo complexes in P450 have been found to be quite basic. It is possible that a lower $\Delta G^\circ_{\text{PR}}$ is beneficial for selectivity in this system outside of its contribution to $\Delta G^\circ_{\text{CPET}}$. Important roles for the high basicity of P450 enzymes have been invoked previously, but not in this particular context.

In short, this model, which uses comparatively simple Morse potentials to capture the effect of variable depths of proton potential energy surfaces, does a remarkably good job in predicting and matching experimental observations. Previous experimental trends in $\Delta G^\circ_{\text{PR}}$ and $\Delta G^\circ_{\text{ET}}$ which have been ascribed to imbalanced transition state are independently reproduced. Furthermore, this model also captures subtleties in these trends which fill in speculation or gaps from previous analyses. While the quantitative utility of this picture is limited, our results do convincingly demonstrate that reactivity trends ascribed to imbalanced transition states are not only compatible with nonadiabatic reactions, but also that these trends are a natural extension of vibronic overlap in these processes.

**Conclusions**

Based on the variable temperature KIEs reported herein, we find evidence of extensive tunneling in CPET reactions between CoO and C–H bonds. For the reactivity with fluorene, temperature insensitive KIEs indicate tunneling which is so extensive that reactivity must proceed through a nonadiabatic process and cannot be explained with semiclassical theories of proton transfer. This is a clear demonstration that semiclassical structure-activity relationships are not sufficient to explain the CPET reactions of metal-oxygen complexes. Specifically, this result calls for a quantum mechanism for how off-main-diagonal free energies can affect nonadiabatic CPET reactions.

We introduce $\Delta G^\circ_{\text{PR}}$ and $\Delta G^\circ_{\text{ET}}$ into a nonadiabatic rate framework by approximating the reactant/product proton potential energy wells with Morse potentials whose depths correlate with $\Delta G^\circ_{\text{PR}}/\Delta G^\circ_{\text{ET}}$. This relatively simple model allows us to correlate rates with vibronic overlap which is directly dependent on this Morse potential depth. The source of this effect is increased penetration of the vibronic wavefunction across the proton coordinate when sole proton or electron transfer is more favorable, which is reminiscent of structure-activity relationships in semiclassical theory.

Simulations with this model demonstrate that off-main-diagonal free energies can have a substantial effect on the rate constants of nonadiabatic reactions. Simulated data reproduces experimental trends found in the sum of $\Delta G^\circ_{\text{PR}}$ and $\Delta G^\circ_{\text{ET}}$ as well as previously reported dependencies on $\eta$, all within a nonadiabatic framework. Furthermore, this model not only supports previous studies, but it also makes apparent more subtle trends which help to explain previously speculative observations of rate dependencies and reactivity trends. Finally, these subtle trends also motivate deeper inspection of the importance of off-diagonal thermodynamic effects as a design principle.

These results reconcile the semiclassical predictions and explanations of asynchronous reactivity within a nonadiabatic context. Not only are semiclassical structure-activity relationships viable in a nonadiabatic framework, they are expected due to vibronic overlap arising from potential well anharmonicity. This observation both validates on a theoretical level the burgeoning field of imbalanced CPET reactivity, as well as motivates further study into how these effects dictate selectivity and reactivity. Furthermore, while this study has focused on the imbalanced transition state of a transition metal-oxo complex, we postulate that similar synergies between other semiclassical reactivity trends and nonadiabatic reactivity likely exist in CPET reactions. Asynchronous reactivity is far from the only theory regarding the rate of CPET, or of proton transfer more generally, which has been analyzed predominantly in a semiclassical context. Finally, we note that there is a paucity of experimental data regarding whether nonadiabatic transfer is the norm for metal-based oxidants. Resolving how broadly important nonadiabatic effects are in CPET reactions, and whether or not theories developed within a semiclassical framework hold in a nonadiabatic framework, is an important avenue for future research.

**Experimental Section**

Unless stated otherwise, all manipulations were performed under an inert atmosphere in MBraun gloveboxes or using standard Schlenk techniques. PhB(Bulm)CoO (CoO), $d_1$-fluorene, $d_2$-fluorene, and $d_5$-DHA were synthesized according to literature procedures. All other chemicals were obtained from commercial sources. We found that to selectively obtain $d_1$-fluorene and not $dt$-fluorene, it was critical to use exactly one equivalent of n-butyl-lithium and to rapidly quench with D$_2$O. For $d_2$-fluorene and $d_3$-DHA, we found using enough $d_5$-DMSO to fully dissolve the starting substrate allowed us to achieve higher isotopic purity but suspect heating the reaction only resulted in decreased yield. All substrates were recrystallized from hot hexanes prior to use. Rate constants were simulated using standard nonadiabatic formulas for CPET reactions, and formulas for the Morse potential energies and wavefunctions were taken from the literature. All data analysis was performed in python 3.7 utilizing Numy, Scipy, and Matplotlib packages.

**Measurement of KIEs by Competition Experiments**

Competition experiments were run with 1.25 mM of CoO and 20 equivalents of substrate in 2.0 mL of toluene. In a typical experiment, the substrate was dissolved in 1.9 mL of solvent and equilibrated to the desired temperature (a sealed vial in the glovebox freezer for 239 K data, a taped vial in an out of glovebox ice bath for 273 K data, a sealed vial set in the glovebox floor for 296 K data, and a sealed vial set in a glovebox heat block for 323 K data), then 100 μL of CoO stock solution (25 mM) was added via syringe. The reaction was run to >99% completion, as determined by five time constants (inverse rate constant) of the expected rate for the 10 equivalents of reactive C–H bonds based on an Arrhenius analysis of the fluorene $d_2$-kinetic data (see below and SI). After the reaction, it was passed through either alumina or silica to remove Co containing products, dried, redissolved in DCM, and analyzed by GC-MS.
GC-MS analysis was performed with an Agilent 7890B GC system and Agilent 4977A MSD. Chemical ionization was used to avoid fractionation. The amount of each isotopomer was determined by measuring a reference spectrum with no deuterium and fitting the partially deuterated spectra to a sum of the reference spectra shifted by each possible amount of deuterium; i.e. intensity at m/z was modeled as $\text{intensity}_{m/z} = \sum \text{ref}_{m/z} \cdot p_n$; with ref being the intensity of the reference spectra at m/z-n and p_n giving the amount of d_n-compound in the mixture; these p_n were fit with least squares and then normalized to add to 1. A weighted sum of the amount of deuterium in each isotopomer could be used for a total amount proportion of deuterium p_D in each sample (p_D = \sum p_n). Fluorene was fit for m/z = 195–199, DHA was fit to m/z = 209–215, and bifluorenyl fit to m/z = 331–335. The Fluorene and DHA peaks correspond to complications with C,H+, which were used to avoid complications with hydride/deuteride loss which complicated the features for ionization with H+. No M-1 peak was observed for bifluorenyl, so the more intense peak with H+ ionization was used.

The experimental data was modeled with the formula:

$$\frac{P_{HH}}{P_{PD}} = \frac{2k_{SH}P_{SH} + 2k_{DH}P_{D}}{k_{SH}P_{SH} + 2k_{DH}P_{D}}$$

where the $p_n$ values indicate the proportions of protons/deuterons in the product, the $p_n$ values indicate the proportion of the indicated isotopomer in the substrate, and the k values indicate the rate of reaction with the indicated isotopomer ($k_{SH}$ refers to abstraction of an H-atom with a secondary D-atom, and vice-versa for $k_{DH}$). The KIEs were in turn modeled as

$$\text{KIE} = \frac{A_{H}}{A_{D}} e^{\frac{E_a(D) - E_a(H)}{RT}}$$

with the primary and secondary KIE having separate differences in activation energy $E_a(D) - E_a(A)$ and prefactor ratios $A_H/A_D$. Substituting equation (2) into equation (1) and performing a nonlinear least squares fit to the data yielded the reported values and errors of $E_a(D) - E_a(A)$ and $A_H/A_D$. We used mean values of the $p_n$ to prevent complicated correlations in error from biasing our best fit parameters; however, if we alter this mean value to be +/− the error in the $p_n$ it does not dramatically change the reported parameters. We see no evidence for scrambling between product radicals and the substrate in the GCMS peak of unreacted substrate and reported rate constants of C-H scrambling are much smaller than reported dimerization rate constants.\(^{106,107}\)

**Measurement of KIEs by Kinetic Experiments**

UV-vis data were collected with a Thermo Fisher EVO300 LS spectrometer and a Unisoku USP-203-B cryostat. All experiments were run with 1.25 mM of CoO with 10 equivalents of substrate in 2 mL of toluene. In a typical experiment, a cuvette was prepared in an N₂ glovebox with 1.8 mL toluene and 100 µL of a stock solution of 250 mM substrate, and then sealed with a screwtop cap with a puncturable septum. The cuvette was allowed to equilibrate to the desired temperature and then 100 µL of 25 mM CoO was injected via syringe. The absorbance at 470 nm was followed to ~85% completion, and the rate constant $k_{obs}$ was obtained via a nonlinear least squares fit of the absorbance at 470 nm to $A(t) = A_0e^{-k_{obs}t} + A_\infty$.

For undeuterated substrates, $k_H$ was estimated as the mean of three $k_{obs}$ measurements; the reported error is the standard error of the mean. Three $k_{obs}$ for deuterated substrate were similarly averaged to obtain $k_{obs}$ and these were corrected with equation 3 for the actual extent of deuteration in the sample (p_D) to obtain $k_{D,corr}$ values, which is what $k_D$ refers to unless otherwise stated.

$$k_{D,corr} = \frac{1}{p_D} (k_{D,obs} - k_H(1 - p_D))$$

The $p_D$ were determined both by ¹H NMR spectroscopy and GC-MS analysis, which closely agreed: For d₄-fluorene, ¹H NMR spectrum analysis gave 98% and GC-MS gave 96%; 97% was used. For d₅-DHA, ¹H-NMR spectrum analysis gave >99% and GC-MS gave 95–97% (depending on how much of the M+29 peak is assigned to a dianthracene impurity); 98% was used. Error in the estimate of $p_D$ was not propagated because it would lead to complicated correlations between temperature data points which would confound later analysis (assuming this error is in the measurement and not in the sampling of the substrate). Instead, we confirmed that our conclusions are consistent within the whole range of possible $p_D$ values indicated above.

KIEs were then calculated as the ratio of $k_H$ and $k_{D,corr}$, with error propagated from $k_H$ and $k_{D,obs}$. Arrhenius parameters $E_a(D)$-E_a(H) and ln(A_H/A_D) were calculated by least squares linear fit of ln(KIE) estimates to 1/kT. We also performed a nonlinear least squares fit of values of $E_a(D)$-E_a(H) and ln(A_H/A_D) to the experimental $k_H$ and $k_{D,obs}$ and found identical mean estimates and similar error bars.

For d₄-DHA at 263 K, the rate was too slow to follow to completion; instead, we measured initial rates to ~9% completion, with the average $A_H$ of other temperatures used to convert the rate from of absorbance per second to a rate constant in per second ($k_{D,obs} = k_{init}/A_H$ with $k_{init}$ the slope of the absorbance at 470 nm with time). For error propagation, the standard error of $A_H$ was used not the standard error of the mean, as variation in the value of $A_H$. This data point is graphed to demonstrate consistency with the other data points, but not included in the linear fits to variable temperature. The rates for deuterated substrates were corrected by the proportion of hydrogens deuterated in the data, see the SI for a detailed delineation of how this was done and how error was handled. See the SI for a discussion of fluorene kinetic KIEs and a comparison with the competition KIEs.
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