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Abstract 

We describe a model for spectral tuning in red fluorescent proteins (RFPs) based on the relation 

between an electronic structure descriptor, the dipole moment variation upon excitation (DMV), and 

the excitation energy of a protein. This approach aims to overcome a problem of accurate prediction 

of excitation energies in RFPs, which span a very narrow window of band maxima. The latter roughly 

corresponds to the energy range of 0.1 eV, which is comparable with typical errors in calculations of 

the excitation energy by conventional quantum chemistry methods. In this work, we demonstrate a 

strong quantitative correlation between DMV values, obtained computationally with modest efforts, 

and excitation energies ΔEex at the experimental excitation band maxima for a series of RFPs with the 

bands between 570 and 605 nm. Protein models are constructed by motifs of the relevant crystal 

structures, and atomic coordinates are optimized in quantum mechanics/molecular mechanics 

(QM/MM) calculations with QM-subsystems composed of large chromophore-containing regions. 

DMV values are evaluated with the electron density computed at the TDDFT level using several 

functionals and basis sets. We demonstrate that the results obtained with the CAM-B3LYP, BHHLYP 

and M06-2X functionals demonstrate favorable correlations between DMV and ΔEex with the mean 

absolute error less than 0.01 eV. Taking into account the solid theoretical grounds of the relation 

between the DMV and the excitation energy in fluorescent proteins, the described modeling strategy 

presents a rational tool for spectral tuning in these efficient markers for in vivo imaging.  
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Introduction 

It is hard to overestimate the significance of fluorescent proteins (FPs) for modern applications 

in bioimaging.1–4 Of a special importance are the proteins with absorption and emission in the red to 

near infrared region required for tissue transparency.5 Red fluorescent proteins (RFPs) are also 

requested as acceptors in the FRET pairs;6–10 in this case, it is important to provide a large overlap 

between the fluorescence band of a donor and the excitation band of an acceptor. In this respect, fine 

spectral tuning, including rational design, is an important issue in the efforts to improve FP properties, 

expand their applications and propose the ways to crease novel efficient biomarkers.11–16 

From the theoretical side, rational design of FPs requires fast and reliable estimates of 

transition energies; however, applications of modern quantum chemistry molecular modeling methods 

can hardly result in excitation energies in fluorescent proteins with errors less than 0.1 eV. 17–23  The 

excitation band maximum of the green fluorescent protein (GFP) is 475 nm,24 and the 0.1 eV 

uncertainty in energy corresponds to the uncertainty of about 20 nm on the wavelength scale.  Thus, 

conventional calculations of the S0,min – S1 transition energy can principally discriminate between such 

species as the GFP and the yellow fluorescent protein (YFP),25 a GFP variant with shifted λex to 

514 nm due to the introduced π-stacking interaction of the chromophore with the tyrosine residue. 

Accurate computational estimates of the electronic excitation energies in RFPs are considerably more 

difficult, since the 40 nm region in the red part of spectrum (575 – 605 nm) corresponds to just this 

range of 0.1 eV in the energetic scale. Therefore, the request for spectral tuning in RFPs encourages 

seeking alternative theoretical approaches to evaluate excitation energies, including the development 

of quantitative structure - property relationship (QSPR) models.26–28 

In this respect, the use of the dipole moment variation upon excitation (DMV) electronic 

structure descriptor, which reflects redistribution of charge upon electron excitation,29 is an attractive 

strategy. As shown by Drobizhev et al., the spectral tuning in fluorescent proteins, including RFPs, is 

associated with the internal electrostatic field of the protein that affects the excess dipole moment of 

the chromophore or its DMV.30–33 Due to the strong electric field within the β-barrel of FPs, the 

second-order Stark effect is observed, employing that the relation between the electron excitation 

energy and DMV is quadratic. The Stark tuning of the absorption band maximum is further supported 

on a large library of the GFP family.34 From theoretical perspective, this correlation has been 

successfully explored in modeling the yellow-to-cyan tuning in the GFP family,26 as well as in 

understanding the origin of the shifts in the electronic excitation energies of different anionic FP 

chromophores in the π-stacked complexes with aromatic molecules.27,28  



4 

 

In this work, we examine a quantitative correlation between the computationally derived DMV 

values and the experimental electronic excitation energies at the excitation band maxima, ΔEex, for a 

series of RFPs, which operate with the DsRed-type chromophore.35,36 Their excitation band maxima 

range between 570 and 605 nm because of the extended conjugated π-system as compared with the 

GFP-type chromophore. Structures of full-atom protein molecules simulating 11 diverse RFPs are 

optimized at the quantum mechanics/molecular mechanics (QM(PBE0-D3/cc-pvdz)/MM(AMBER) 

level. Calculations of electron densities in the ground and excited states are performed at the TDDFT 

level using 7 different DFT functionals and two basis sets followed by evaluation of DMV values. 

The results demonstrate a favorable correlation between the experimentally obtained excitation 

energies, ΔEex, and the computed DMVs, assuming a quadratic dependence of ΔEex on DVM.   

 

Material and methods 

Protein models 

 We select for our analysis the diverse RFPs (see Table 1) originated from different ancestors. 

The degree of similarity between the mRojo and RDSmCherry families is large (~90%), but  between 

eqFP670, mKeima and the mRojo family it does not exceed 60%, according to the Muscle alignment 

analysis.37 All these proteins share the DsRed-type chromophore and conservative residues in the 

chromophore-binding site.  

Full-atom model systems were constructed using the available X-ray structures of 

proteins 13,14,38–40 or by introducing point mutations to the PDB entries following the description in 

the experimental papers. 13,14,41,42 Table 1 contains the names of the selected proteins, experimental 

data on their excitation bands and the relevant structural information. Hydrogen atoms were added 

using the Reduce program 43 and manually checked. Model systems were solvated with water 

molecules followed by preliminary structure optimization at the molecular mechanics level. Final 

optimization steps were performed using quantum mechanics/molecular mechanics (QM/MM) 

method.  The QM subsystems are composed of 100 – 140 atoms depending on a specific protein. They 

include the entire chromophore, the nearby amino-acid residues and water molecules. The energies 

and forces in the QM subsystems were calculated at the PBE0-D3/cc-pvdz level. 44–46 The MM parts 

were modeled with the AMBER 47 force field  and TIP3P 48 for water molecules. The electronic 

embedding scheme was utilized and all point charges from MM atoms were added to the one-electron 

part of the QM Hamiltonian. All calculations were performed with the NWChem program. 49  
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Table 1. Fluorescent proteins considered in this work, their electronic excitation and structural 

properties. Mutations with respect to the PDB structures (third column) are specified in the last 

column.   

FP name 
λex, nm / ΔEex, 

eV 
PDB ID  Mutations 

mRojoA 593 / 2.091 13 3NEZ 14 - 

mRojo-THSL 575 / 2.156 13 5H87 13 - 

mRojo-VFAV 577 / 2.149 13 5H88 13 - 

mRojo-TFAL 577 / 2.149 13 3NEZ 14 V16T + V163L 

mRojo-VYGV 571 / 2.171 13 5H89 13 - 

mRojo-VYGL 570 / 2.175 13 5H89 13 V163L 

mRojo-TYGV 575 / 2.156 13 5H89 13 V16T 

RDSmCherry0.2 600 / 2.066 41 2H5Q 38 

K92N + K138C + K139R + S147T + 

I161G + Q163G + V195C + N196D + 

I197Y + T202L 

RDSmCherry0.5 604 / 2.053 41 2H5Q 38 

V16S + A44C + K92N + K138C + K139R 

+ A145P + S147T + I161G + Q163G + 

V195C + N196D + I197Y + T202L 

mKeima 586 / 2.116 42 3IR8 39 - 

eqFP670 605 / 2.050 40 4EDS 40 - 

  

 

DMV estimates 

To calculate the dipole moment variation upon excitation (DMV), the electron densities in the 

ground and excited states were calculated using the time-dependent density functional theory 

(TDDFT) approaches with the ORCA program. 50 We examined a set of 7 functionals including CAM-

B3LYP, 51 LC-BLYP, 52 M06-2X, 53 BHHLYP, 54 PBE0, 44 B1LYP 55  and B97M-D3BJ,56,57 with the 

cc-pvdz 46 basis set. For the chromophores in the model systems occur in the anionic form, we also 

check the effect of adding diffuse functions to the basis set. Correspondingly, calculations with the 

CAM-B3LYP, M06-2X and BHHLYP functionals were also carried out with the ma-def2-SVP 58 

basis set. 

The dipole moment variation upon excitation, DMV or Δμ, is a product of the transferred 

charge between the ground and excited electronic states, qCT, and the distance between barycenters of 
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the positive and negative parts of the electron density difference, qCT
+ and qCT

−  (Fig. 1). The qCT value 

was obtained by the integration of the positive part of the S0,min−S1 electron density difference. The 

DMV values were calculated using the Multiwfn software. 59 

 

Figure 1. Illustration of the electron density difference upon the S0,min → S1 transition for the FP 

chromophore. Green, red, blue and white colors refer to the carbon, oxygen, nitrogen and hydrogen 

atoms, respectively. The shown densities are calculated at the TDDFT CAM-B3LYP/cc-pvdz level. 

The magenta and cyan wireframe isosurfaces correspond to the increase and the decrease of electron 

density upon electronic excitation, respectively; the contour values are ±0.0015 a.u. The black arrow 

identifies the negative charge transfer direction; it starts at the barycenter of the negative electron 

density difference (qCT
-) and ends at the barycenter of the positive electron density difference (qCT

+).  

 

Fitting procedure 

 In this work, we rely on the correlation between the absolute value of DMV and the excitation 

energy, ΔEex, obtained by the careful consideration of internal electric fields in fluorescent proteins. 

Assuming the second-order Stark effect, this relation reads 33 

                                              ∆𝐸𝑒𝑥 = 𝐴 ∙ 𝐷𝑀𝑉2 + 𝐵 ∙ 𝐷𝑀𝑉 + 𝐶,                                          (1) 

where = −
2

ℎ𝑐∆𝛼0
 , 𝐵 =

2

ℎ𝑐∆𝛼0
Δ𝜇0, 𝐶 = ∆𝐸0. The ΔE0 is the hypothetical electronic transition energy 

of the chromophore in vacuum in the absence of electrostatic interactions with the protein. The Δμ0 is 

the projection of DMV in vacuum on DMV in the protein cavity. The Δα0 is the component of 

difference of polarizability tensors between two states along the DMV direction. Therefore, every 

coefficient in Eq. (1) has a well-defined physical meaning.   

 

qCT
+qCT

-
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Results 

Model systems 

Atomic coordinates of the QM(PBE0-D3/cc-pvdz)/MM(AMBER) optimized structures in the 

ground electronic state of all model systems are available in Supporting Information. We use these 

coordinates for calculations of electron densities in the ground and excited states followed by 

evaluation of the DMV values.  

The common motif of the chromophore-binding pocket is shown in the left part in Fig. 2 using 

residue numbering of the crystal structure PDB ID 3NEZ of mRojo. 14 In all systems, the nitrogen 

atom of the 5-membered imidazolinone ring is always hydrogen-bonded to the protonated side chain 

of the Glu215, and the oxygen atom of this ring forms a hydrogen bond with the positively charged 

Arg95 residue. The S0,min – S1 transition is associated with the electron density redistribution from the 

phenolate to the imidazolinone fragment, and these two hydrogen bonds are important for the S1 state 

stabilization. The phenolate oxygen forms two hydrogen bonds with a water molecule (Wat in Fig. 2) 

and a side chain of Ser145. The latter is highly conservative among FPs, however, other amino acid 

residues that can act as hydrogen bond donors can be found at this position, e.g., asparagine occupies 

this position instead of serine in eqFP670.  

 

Figure 2. Left: The chromophore and the neighboring molecular fragments common for all considered 

systems. Residues are numbered according to the crystal structure of mRojoA PDB ID 3NEZ. 14 Color 

code: carbon – green, oxygen – red, nitrogen – blue, hydrogen – white, light blue – capping hydrogen 

atoms on the QM/MM border. Dark green, blue and red colors highlight the conjugated π-system of 

the chromophore. Right: Chemical structure of the chromophore. The C=O fragment that is out of the 

plane of the rest of the chromophore is marked with red ellipse. 
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According to the experimental data (see Table 1), the excitation band maxima in this set of 

RFPs covers the region between 570 nm and 605 nm. All proteins contain the chromophore with an 

extended conjugated π-system compared with the GFP chromophore. It is elongated by =N–C(=O)- 

fragment; however, due to protein cavities its C=O group is almost orthogonal to the plane of the rest 

part of the chromophore (see the right part in Fig. 2). This decreases the extent of π-conjugation as 

compared with the planar chromophore occurring in the gas phase. 28  

 

Excitation energy - DMV correlation 

Fig. 3 and Table 2 present the main findings of the present work. We tested 7 DFT functionals 

in the TDDFT approach to compute electron densities and to evaluate DMV values. The favorable 

performance of the  CAM-B3LYP functional for the GFP-like chromophores is well documented in 

the literature.26,28,60 Additionally we utilized 6 more functionals. Two of them, LC-BLYP and B97M-

D3BJ, demonstrate poor correlations between the calculated DMV and the observed excitation energy. 

As shown in Fig. 3, the CAM-B3LYP, BHHLYP, M06-2X, B1LYP and PBE0 functionals exhibit a 

fair correlation betweeen computed DMVs and experimenatl excitation energies. Among them, CAM-

B3LYP, BHHLYP and M06-2X demonstrate close results with the mean absolute error (MAE) not 

exceeding 0.01 eV (Table 2). For the B1LYP and PBE0 functionals, the correlation takes place; 

however, the R2 values are lower and the MAE values are greater. Table 2 shows that the fitting 

coefficients A, B, C are fairly close for the favorable CAM-B3LYP, M06-2X and BHHLYP 

functionals.    
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Figure 3. Experimental excitation energies, ΔE, and calculated (the color-filled circles) DMV values 

computed at the TD-DFT/cc-pvdz level. The dashed lines show the fitting curves ΔE = A·DMV2 

+B·DMV + C.  

Table 2. Parameters of the nonlinear regression curves between the experimental excitation energies 

(ΔE) and calculated dipole moment variation upon excitation (DMV) and corresponding mean 

absolute errors (MAE). 

TD-DFT 

functional 

Parameters of ΔE = A·DMV2 +B·DMV + C fitting 
MAE, eV 

A, eV/a.u.2 B, eV/a.u. C, eV 

cc-pvdz basis set 

CAM-B3LYP 0.032 ± 0.012 -0.096 ± 0.061 2.125 ± 0.071 0.010 

M06-2X 0.0188 ± 0.0096 -0.041 ± 0.050 2.072 ± 0.061 0.0098 

BHHLYP 0.0179 ± 0.0070 -0.056 ± 0.042 2.095 ± 0.059 0.0095 

B1LYP 0.027 ± 0.011 -0.134 ± 0.079 2.21 ± 0.13 0.015 

PBE0 0.018 ± 0.011 -0.067 ± 0.073 2.11 ± 0.12 0.022 

ma-def2-SVP basis set 

CAM-B3LYP 0.032 ± 0.012 -0.091 ± 0.057 2.118 ± 0.066 0.010 

M06-2X 0.0208 ± 0.0098 -0.048 ± 0.050 2.079 ± 0.060 0.010 

BHHLYP 0.0184 ± 0.0070 -0.057 ± 0.042 2.094 ± 0.058 0.0097 
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Impact of diffuse basis functions 

It is important to verify the sensitivity of calculation results to such detail of the method as the 

presence of diffuse functions in the basis set, because the chromophore in the considered RFPs occurs 

in the anionic form.  Therefore, we calculated DMV for the same systems with the extended basis set, 

ma-def2-SVP, that includes diffuse functions on all non-hydrogen atoms (Table 2, Fig. 4). We find 

that the values of DMV calculated with the same functional and different basis sets are similar; the 

mean differences do not exceed 0.045 a.e. This indicates that the double-zeta basis set with 

polarization functions should be an adequate tool for a proper DMV description, also showing that the 

results are stable with respect to basis set extension. 

 
Figure 4. Experimental excitation energies, ΔE, and calculated dipole moment variations upon 

excitation, DMV, calculated at the TDDFT/ma-def2-SVP (empty diamonds and dash-dotted fitting 

curves) and TDDFT/cc-pvdz (color-filled circles and dashed fitting curves) levels with different 

functionals. The fitting curves are ΔEex = A·DMV2 +B·DMV + C. The R2 values are the same for 

both basis sets and the same functional. 

 

In the following subsection, we analyze the relevance of the obtained fitting parameters in Eq. 

(1) to properties of chromophores in the gas phase. 
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Analysis of fitting parameters 

We emphasize that Eq. (1) has a solid physical ground, and every coefficient is meaningful.33 

In particular, these coefficients have a strong relevance to the chromophore properties in vacuum. In 

this subsection, we show that the coefficients obtained in the present fitting procedure (see Table 2) 

provide meaningful parameters. To this goal, we performed additional calculations for the related 

systems shown in Fig. 5, i.e. the cRed and cOrange chromophores, 28 in the gas phase. The cRed 

chromophore has the same conjugated π-system as the DsRed-type chromophore considered in the 

present work. However, according to the quantum chemistry optimization of its structure in the gas 

phase, the C=O group in the extended fragment is in the plane of the chromophore, thus providing 

additional conjugation as compared with the chromophore in the protein cavity. The cOrange 

chromophore (Fig. 5) lacks this C=O group, and therefore has a smaller conjugated π-system 

compared with the DsRed chromophore. For both chromophores, we also consider their complexes 

with two water molecules (cRed+2w and cOrange+2w), that stabilize the negative charge on the 

phenolate oxygen.  

 

Figure 5. Electron density difference upon the S0,min → S1 transition calculated at the TDDFT CAM-

B3LYP/cc-pvdz level for the isolated cRed and cOrange chromophores (right) and for these 

chromophores hydrogen-bonded to two water molecules (left). The magenta and cyan wireframe 

isosurfaces correspond to the increase and the decrease of electron density upon electronic excitation, 

respectively; the contour values are ±0.0015 a.u. The black arrow identifies the negative charge 

transfer direction; it starts at the barycenter of the negative electron density difference (qCT-) and ends 

at the barycenter of the positive electron density difference (qCT+).  

qCT
+

qCT
-

qCT
+

qCT
-

qCT
+

qCT
-

qCT
+

qCT
-

cRed + 2w cRed

cOrange + 2w cOrange
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We calculated the average value of the C parameter of Eq. (1) using two basis sets (cc-pvdz 

and ma-def2-SVP) and three functionals CAM-B3LYP, BHHLYP and M06-2X functionals. The 

obtained parameter 2.10 ± 0.02 eV refers to the electronic excitation energy for the hypothetical state 

of the gas-phase chromophore, ΔE0 (Eq. (1)). This value is between the calculated best estimates of 

the vertical transition energies of the cRed and cOrange chromophores, both with additional water 

molecules, cRed+2w and cOrange+2w, respectively. The cRed+2w is red-shifted with the calculated 

transition energy value of 1.86 eV. 28 This is reasonable because of the planar structure of the 

chromophore in the gas phase. The decrease of the conjugated π-system in the case of cOrange+2w 

results in the blue shift of the electronic excitation energy to the value of 2.21 eV. 28 Thus, the 

electronic transition energy calculated for the hypothetical gas-phase chromophore is reasonable. 

Another quantity is related to the excess of dipole moment or DMV, Δμ0, for the isolated 

chromophore. We compare the values obtained directly from the fitting curves with those calculated 

for the cOrange and cRed chromophores and in complexes with two water molecules. Similarly to the 

electronic excitation energy, we obtain Δμ0 from the fitting curves as 2.78 ± 0.41 a.u. The calculated 

DMVs calculated for the isolated systems composed of the chromophore and two water molecules are 

comparable with this value being 2.80 ± 0.08 a.u. for cRed and 2.51 ± 0.09 a.u. for cOrange. In the 

experimental paper,33 Drobizhev et al. reported Δμ0 = 4.49 ± 0.27 D (1.77 ± 0.11 a.u.). This value is 

in a perfect agreement with the calculated DMVs of the isolated cRed and cOrange chromophores, 

being between 1.65 ± 0.02 a.u. and 1.96 ± 0.12 a.u., respectively (Table 3).  

To conclude this section, we note that development of experimental techniques and 

computational chemistry approaches resulted in appearance of large libraries of novel fluorescent 

proteins. To assist future efforts, a computational problem of modeling fine spectral tuning in RFPs 

should be solved. Results of the present work, as well as of the previous studies 26,28,31–33 are 

encouraging toward this goal.  
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Table 3. Excess of the dipole moment derived from the fitting curves for the hypothetical isolated 

chromophore (Δμ0) and calculated DMVs for the isolated chromophores cRed and cOrange and their 

complexes with two water molecules that stabilize the negative charge on the phenolate oxygen, 

cRed+2w and cOrange+2w. 

 

TDDFT functional Δμ0, a.u. 
DMV(chromophore + 2 w.), a.u DMV(chromophore), a.u 

cRed cOrange cRed cOrange 

cc-pvdz basis set 

CAM-B3LYP 3.01 2.73 2.46 1.654 1.917 

M06-2X 2.18 2.78 2.40 1.647 1.822 

BHHLYP 3.14 2.88 2.60 1.640 2.074 

ma-def2-SVP basis set 

CAM-B3LYP 2.89 2.72 2.48 1.628 1.918 

M06-2X 2.33 2.79 2.45 1.635 1.881 

BHHLYP 3.10 2.91 2.64 1.669 2.140 

Average 2.78 ± 0.41 2.80 ± 0.08 2.51 ± 0.09 1.65 ± 0.02 1.96 ± 0.12 

 

  

Conclusion 

We demonstrate that a favorable correlation between the computationally attainable electronic 

structure descriptor DMV and the experimentally obtained transition energies at the excitation band 

maxima, ΔEex, takes place for such complex systems as red fluorescent proteins. For this correlation 

is grounded on a solid theoretical framework, justifying the quadratic dependence of ΔEex on DMV, 

a proper computational level to estimate DMV is only required to suggest a useful tool for rational 

spectral tuning in these important fluorescent biomarkers. Accuracy of calculations depends on the 

quality of model structures simulating proteins and on the quality of computed electron density. We 

show that the use of QM(PBE0-D3/cc-pvdz)/MM(AMBER) optimized structures constructed by 

motifs of crystal structures of proteins and of the TDDFT approaches with the CAM-B3LYP, 

BHHLYP and M06-2X functionals perform properly and lead to excitation energies for the model 

systems with the mean absolute error less than 0.01 eV.  

 

Supporting Information including atomic coordinates of the QM/MM optimized structures is 

available in the Zenodo and can be accessed via https://doi.org/10.5281/zenodo.5182720. 
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