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Abstract  

Life is the canonical example of a complex system, consisting of diverse chemical components 

that are organized in a specific way that allows perpetuation of the living state. In contrast, the 

abiotic environment, which life feeds on and originated from, is much simpler and less 

organized. The complexity gap between the biotic and abiotic worlds, and the lack of direct 

observation of abiogenesis, has made explaining the origin of life one of the hardest scientific 

questions. A promising strategy for addressing this problem is to identify features shared by 

abiotic and biotic chemical systems that permit the stepwise accretion of complexity. We used 

such a rationale to compare abiotic and biotic reaction networks in order to evaluate the presence 

of autocatalysis, the underlying basis of biological self-propagation, to see if it is structured in 

such a way as to permit stepwise complexification. We develop the concept of, and provide an 

algorithm to detect, seed-dependent autocatalytic systems (SDASs), namely subnetworks that 

can use food chemicals to self-propagate but cannot emerge without being first seeded by some 

non-food chemicals. We show that serial activation of SDASs can result in incremental 
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complexification. Furthermore, we identify life-like features that emerge during the accretion of 

SDASs that open up new ecological opportunities and improve the efficiency of food utilization. 

SDAS theory, thus, provides a conceptual roadmap from a simple abiotic environment to 

primitive forms of life, without the need for linear genetic polymers at the outset (though these 

may be added later). This framework also suggests new experiments that have the potential to 

detect the spontaneous emergence of life-like features, such as self-propagation and adaptability. 
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1. INTRODUCTION 

Life is the paradigmatic example of a complex system (Ladyman et al., 2013; Mitchell and 

Newman, 2001). It consists of a large number of chemical components, some of which are large, 

energy-expensive molecules, such as nucleic acids, proteins, polysaccharides, organic 

metabolites, and cofactors. Furthermore, these components are not simply lumped together but 

are organized and coordinated in such a way that the entire system can resist environmental 

perturbations and grow or divide to give rise to more life. Such organization is not cheap, of 

course, which is why life must consume energy to maintain its internal order. It is almost magical 

that complex organisms can use “untargeted” energy sources such as light to convert simple 

ultimate food sources (e.g., water, carbon dioxide, and minerals) into more living matter of the 

same kind. The origin-of-life mystery boils down to the question of how a system with sufficient 

complexity to conduct such orderly and improbable conversions could emerge spontaneously, 

when there was no prior design to follow or template to copy. 

The solution to this conundrum lies, we believe, not in looking for particular molecules or 

reactions, but in looking at the emergent properties of networks of chemical reactions. Provided 

that chemical reaction networks contain many autocatalytic motifs, systems with a pre-existing 

ability to sustain themselves may arise readily, and then become progressively more complicated 

through the accretion of more autocatalytic modules. In our recent work (Peng et al., 2020), we 

used analyses of “toy” reaction networks to show that systems of autocatalytic cycles can exhibit 

features of ecological interactions, which provides the basis for complex dynamics, including 

succession and evolution. Here, we sought to extend this analysis to real chemical reaction 

networks to see if they have features needed for evolutionary dynamics. Specifically, we focused 

on databases that “bracket” the origin of life, the radiolytic and geochemical reactions assembled 

by Adam et al., 2021 serving to represent chemistry without life, and a curated subset of 

biochemical reactions (Xavier et al., 2020) serving to constrain the metabolic network of the Last 

Universal Common Ancestor (LUCA). Our reasoning is that features shared by both networks 

are very likely to also apply to systems on the path from non-life to life. Thus, if we find 

evidence of mechanisms and network structures that allow for the evolutionary accretion of 

complexity in both databases, then it is reasonable to assume that abiotic reactions could 

gradually become organized to yield systems deserving the label “life”.  
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In this study, we focus on the concept of a seed-dependent autocatalytic system (SDAS), which 

is a network motif that can be activated by a rare chemical event but can, once activated, sustain 

itself. A network with many potential SDASs can gradually incorporate new components and re-

organize old components. We suggest that, when actualized in a spatially and temporally 

structured environment, a multi-SDAS network may be able to show adaptive evolution. We 

start by formalizing the concept of network expansion, which is the basic procedure needed to 

map out a network’s architecture. Then, we introduce SDASs, and describe an algorithm for 

identifying them within a stoichiometric matrix. Finally, we show that SDASs are found in both 

the abiotic and biotic chemical reaction networks and are organized in such a way so as to store 

information of past environments and allow for stepwise accretion of complexity. Furthermore, 

the larger, biotic network provides examples where later-activated processes improve the 

efficiency of the system as a whole and open new ecological opportunities. In combination, this 

shows that reaction networks can show evolutionary dynamics – periodically finding new, 

transiently steady states in such a way that existing resources can come to be used more 

efficiently and additional resources can come to be exploited over time. We end by discussing 

some implications of our results, several remaining challenges, and how our theory can be used 

to guide laboratory experiments.  

 

2. RESULTS 

2.1 Databases of abiotic and biotic reactions 

The abiotic reaction database we analyzed is based on a recently published reaction network 

assembled from seven decades of publications (Adam et al., 2021). We have also added some 

additional well-known abiotic organic reactions to the database, including the classical formose 

reaction (Breslow, 1959), but without formaldehyde dimerization because it is very slow and its 

reaction mechanism is yet to be determined (Cleaves, 2011; Haas et al., 2020). The reaction 

network assembled by Adam et al., 2021 includes: free radical reactions, mineral geochemical 

reactions, amino acid production, chloride radical and polar reactions, nitrile radical and polar 

reactions, RNA nucleotide assembly, nuclear decay, and physicochemical reactions. Sources of 

radiation such as X-rays, ultraviolet, and visible light are treated as reactants and products in this 

database. In light of this, we will use “entity” to refer to both chemicals and electromagnetic 



- 5 - 
 

energy sources in this specific database. In part because of these energy sources, most of the 

reactions in the abiotic database are irreversible. Although only covering a small portion of 

known abiotic chemical reactions, these reactions may still be used to test the applicability of our 

theoretical framework to real chemical reaction networks.  

The biotic reaction database we analyzed is based on a recently published reaction network 

(Xavier et al., 2020), which was obtained by removing reactions that only occur in eukaryotes 

and reactions dependent on O2 from the KEGG reaction database (Kanehisa, 2019; Kanehisa et 

al., 2021; Kanehisa and Goto, 2000). Xavier et al., 2020 claimed that the resulting reaction 

network could be a proxy of the primordial metabolism of LUCA. We also added five  

spontaneous reversible reactions that are missing from KEGG, such as H2O ↔ H+ + OH- and 

H2CO3 ↔ H+ + HCO3
-. We acknowledge that, because most of the reactions in the KEGG 

database are catalyzed by enzymes, it is likely that many of them could not occur at sufficiently 

high rates in a prebiotic world to have been relevant before biological catalysts had evolved. 

Nonetheless, since all these reactions are chemically feasible, we reasoned that the relationships 

between reactants and products in such a curated biochemical reaction network is meaningful 

and that features shared by it and the abiotic network should be relevant to the origin of life.  

We preprocessed the databases such that every reaction appears only once and had clear 

stoichiometry. Each reaction in KEGG is assumed to be reversible, so they were split into two 

unidirectional reactions (see Materials and Methods). After curation, the abiotic reaction 

database consists of 277 entities and 717 unidirectional reactions for a reaction density of 2.59 

reactions/entity (Table S1). The resulting biotic reaction database consists of 4216 chemical 

species and 8400 unidirectional reactions for a reaction density of 1.99 reactions/species (Table 

S2). Fig. S1 shows the histograms of the numbers of reactions that an entity or chemical species 

is involved in for the two databases. Both distributions fit a power law, being highly left-skewed, 

meaning that most entities/chemicals are involved in a small number of reactions.  

 

2.2 Network expansion and tier-0 systems 

Reaction databases are just collections of reactions allowed to occur. To generate an organized 

subnetwork for analysis, we define a network expansion operation, Ξ(SO, R), which calculates all 
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reactions and chemical species that can be accessed given a starting set of chemical species SO 

and a set of all allowed reactions R. The network expansion (see Materials and Methods for 

details) starts with SO and scans R for any reactions that are not yet in the subnetwork, but whose 

reactants are all present in the current subnetwork. These reactions and their products are added 

to the subnetwork and the expansion iterates until no more chemical reactions can be added to 

the subnetwork. The reaction subnetwork resulting from the expansion is described by the tuple 

(SE, RE), where SE is the set of chemical species and RE is the set of reactions. The network 

expansion operation can be visualized using a stoichiometric matrix (Fig. S2A-D), where each 

row represents a chemical species and each column represents a unidirectional reaction, with 

stoichiometric coefficients as the entries (negative values for reactants and positive values for 

products).  

To apply network expansion to explore the properties of chemical systems, we need to specify a 

set of chemical species that are assumed to be provided by the environment, which we will call 

the ultimate food set (even if some of these chemicals are also produced by reactions within the 

subnetwork). A full expansion starting from the ultimate food set generates a reaction 

subnetwork that would include all chemicals that would be expected to be generated at a non-

zero rate in an environment receiving an ongoing flux of the ultimate food species. We will call 

this subnetwork the tier-0 system, reflecting the fact that no additional events are needed for its 

generation except for the provision of the ultimate food (Fig. S2A-D). 

Although there is still no wide consensus on the environmental conditions of the prebiotic sites 

where life originated (Damer and Deamer, 2015; Donaldson et al., 2004; Lathe, 2004; Marín‐

Yaseli et al., 2016; Martin et al., 2008; Maruyama et al., 2019; Sojo et al., 2016; Wächtershäuser, 

1988; Westall et al., 2018), to illustrate the approach, we selected sets of simple entities or 

chemical species as ultimate food. For the abiotic reaction database, we chose {H2, CH4, NO, 

FeS2, visible light} as the ultimate food set. A full expansion starting from this set generated a 

tier-0 system with no additional chemicals and zero reactions. For the biotic reaction database, 

we chose {H2O, CO2, NH3, H2S, H2SO4, H2SO3, HSO3
-, H3PO4, H4P2O7} as the ultimate food 

set. The full expansion starting from this set generated a tier-0 system with 30 chemical species 

and 44 unidirectional reactions (i.e., 22 reversible reactions). This network contains substructures 

that can be drawn as autocatalytic cycles (Blokhuis et al., 2020; Peng et al., 2020), an example of 
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which is shown in Fig. S2. However, because all the members in the tier-0 system are either 

provided as the ultimate food or spontaneously synthesized from the ultimate food, these 

autocatalytic cycles lack significance beyond suggesting that the system might show non-linear 

dynamics upon initiation or perturbation.  

 

2.3 Seeds, seed-dependent autocatalytic systems (SDASs), and tier-1 systems 

The materials and energy for building a tree already exist in the environment, but without a seed 

buried in the soil, materials like water, carbon dioxide, nitrate, sodium and energy from sunlight 

will not spontaneously form a new tree. It is the seed that provides the information for organizing 

the flow of simple materials and energy into a structure able to grow and self-propagate. That life 

must come from life has long been appreciated, at least since Louis Pasteur’s famous gooseneck 

flask experiment. How then did life first get started? Given that a seed triggering life must have 

been generated by something other than prior life, where could these primordial seeds come 

from? Here we will show that seeding, or at least a prototype of seeding, exists in both abiotic 

and biotic reaction networks, and can induce systems more complex than tier-0 systems.  

Imagine introducing a small amount of a new chemical species, a candidate seed, P, to an 

activated tier-0 system (Fig. S2E). P may react with some of the chemical species in the tier-0 

system to generate new chemical species, which can result in a network expansion to yield a 

bigger reaction subnetwork, and the chemical species and reactions that are not involved in the 

tier-0 system are called a tier-1 system (Fig. S2F-H), representing the fact that one seeding event 

is required to induce such a system. While P allows all chemicals in the tier-1 system to be 

formed, we will only consider P to be a “seed” if the system it initiates is one that has the 

potential to sustain itself in an open environment, namely one experiencing constant dilution and 

influx of the ultimate food. The only way for a tier-1 system to persist in an open environment is 

to have a network topology that allows materials and energy in the tier-0 system to be converted 

to P. This means that the tier-1 system induced by P will only be viable if it contains at least one 

combination of reactions that are collectively autocatalytic. This implies that a net reaction 

equation can be written such that the reactants and products share no chemical species, only tier-

0 chemicals are among the reactants, and all tier-1 chemicals are present in the products. Such a 

viable tier-1 system is here defined as a seed-dependent autocatalytic system (SDAS). SDASs 



- 8 - 
 

are similar to pRAFs in the RAF theory (Steel et al., 2020), because neither can be constructed 

simply from the food set. However, they are not identical because SDASs require specific 

stoichiometric relationships among the involved reactions while RAF theory does not consider 

stoichiometry.  

To identify SDASs, we developed a linear programming algorithm inspired by Blokhuis et al., 

2020. The key criterion is that for the submatrix consisting of all columns (the qth to nth columns 

in Fig. 1) and rows (the pth to mth rows in Fig. 1) induced by the seed, there exists a vector of 

non-negative elements x = (xq, xq+1, … , xn) such that for every row in the submatrix, the dot 

product of this row and x is positive (Fig. 1), or 

∑𝑥𝑗𝑠𝑖𝑗

𝑛

𝑗=𝑞

> 0 (𝑥𝑗 ≥ 0)   ∀𝑖 ∈ [𝑝,𝑚] (1) 

where sij is the entry at the ith row and jth column of the stoichiometric matrix.  

Whether the condition described by Equation (1) can be satisfied can be calculated by linear 

programming and we may further use integer programming to find autocatalytic motifs within 

the SDAS satisfying additional constraints, for example the smallest autocatalytic cores, meaning 

the ones that contain the fewest entities or reactions (see Materials and Methods).  
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Fig. 1. Detection of SDASs. A stoichiometric matrix resulting from the network expansion 

starting with an external food set and a seed set can be split into four submatrices: the upper left 

one with rows representing external food and columns representing reactions involving only the 

external food, the upper right one with rows representing external food and columns representing 

reactions induced by seeding, the lower left one with rows representing internal chemical species 

induced by seeding and columns representing reactions involving only the external food, and the 

lower right one with rows representing internal chemical species induced by seeding and 

columns representing reactions induced by seeding. The four submatrices have different 

importance for detecting a SDAS. The two left ones can be ignored because none of their 

reactions involve chemical species outside the tier-0 system. The two right submatrices have 

reactions induced by seeding. Of these, the top submatrix can also be ignored, because these 

chemicals are provided for free by the environment, either as ultimate food or as products of 

reactions in the tier-0 system. So, our goal is to determine if all chemical species in the lower 

right submatrix can be sustainably produced by consuming the external food. Therefore, we want 

to find a linear combination of the reactions in this submatrix such that every internal chemical 

species can have a positive net change after this combination of reactions happen.  
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For the abiotic reaction database, with the ultimate food set {H2, CH4, NO, FeS2, visible light}, 

12 of the 272 non-tier-0 entities can serve as seeds capable of inducing a tier-1 SDAS (Table S3). 

Further analysis showed that all 12 entities induce the same tier-1 system, which includes 91 

entities and 220 unidirectional reactions that were absent from the tier-0 system (Table S4). It is 

worth noting that, apart from the 12 seeds, the other 79 entities in the tier-1 system cannot 

individually seed the system. We define entities that can each induce the same tier-1 SDAS as a 

“clique” – these 12 entities comprise a clique of interchangeable seeds. It is worth noting that 

seeding can, in principle be achieved by simultaneous introduction of multiple entities, but our 

notion of clique only applies to seeds that can individually induce an SDAS. The smallest 

combination of reactions within the tier-1 SDAS that satisfies Equation (1) defines a complex 

autocatalytic core whose food is CH4, NO, and visible light and whose waste is H2CNH and 

infrared light (Fig. 2, Table S5).  
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Fig. 2. A minimum autocatalytic core identified within the tier-1 SDAS in the abiotic 

reaction network. Red solid boxes: members of the autocatalytic core. Cyan solid boxes: food 

of the net reaction. Black solid box: waste of the net reaction. Red dashed boxes: reactions. Cyan 

arrows: food consumption. Black arrows: waste production. VL: visible light. IR: infrared.  
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For the biotic reaction database, with the ultimate food set {H2O, CO2, NH3, H2S, H2SO4, H2SO3, 

HSO3
-, H3PO4, H4P2O7}, 301 of the 4186 non-tier-0 chemical species are viable seeds that can 

induce a tier-1 system (Table S6). These 301 species belong to two cliques: 267 seed the same 

301-species (736-reaction) tier-1 SDAS, whereas the other 34 seed a partially overlapping 357-

species (916-reaction) tier-1 SDAS (Table S7, Table S8).  Every species in the 34-member clique 

is a pyrimidine nucleoside or a derivative thereof, whereas the 267-member clique includes 

metabolites of many sizes, from the 2-carbon acetylene to the pyrimidine 5,6-dihydrouracil and 

even the 42-carbon celloheptaose. The smallest combination of reactions within the 301-species 

(736-reaction) tier-1 SDAS that satisfies Equation (1) defines a complex autocatalytic core 

whose food is H2O, CO2, and H4P2O7 and whose waste is H3PO4 and H2O2 (Fig. 3, Table S9). 
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Fig. 3. A minimum autocatalytic core identified within tier-1 SDAS induced by the the 267-

member clique in the biotic reactions. Red solid boxes: members of the autocatalytic core. 

Cyan solid boxes: food of the net reaction. Black solid box: waste of the net reaction. Red dashed 

boxes: reactions. Cyan arrows: food consumption. Black arrows: waste production.  
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There is nothing in the concept of seeding that requires a “seed” to be a single chemical. We will 

label cases in which multiple chemicals are needed to initiate a SDAS as “interdependence.” 

Given a set of chemical species as the external food, interdependence between multiple non-food 

chemical species that form a set U can be detected if (a) U can induce a viable SDAS that 

sustainably synthesizes U from the external food and (b) for any non-empty V ⊂ U, V cannot 

induce a viable SDAS supporting V.  

We can illustrate the concept of interdependence with a few examples. For the abiotic reaction 

database with {H2, CH4, NO, FeS2, visible light} as the ultimate food set, neither glycolaldehyde 

(C2H4O2) nor NH3 can seed a viable tier-1 system (Table S3). Nevertheless, the set {C2H4O2, 

NH3} can seed a 105-entity (255-reaction) tier-1 system (Table S10). Likewise, for the biotic 

reaction database with {H2O, CO2, NH3, H2S, H2SO4, H2SO3, HSO3
-, H3PO4, H4P2O7} as the 

ultimate food set, neither formaldehyde (H2CO) nor acetate (CH3COOH) is a viable seed (Table 

S6), yet together they can seed a viable tier-1 system containing 301 species and 736 reactions 

(Table S11). The interdependence between members of a seed set is conceptually linked to the 

fact that for the life as we know it, multiple chemical species need to be “seeded” together to 

allow the conversion from abiotic food to more cells – you cannot trigger the formation of a cell 

by simply seeding DNAs or proteins because the molecules forming a cell are interdependent 

upon each other.  

It is also possible that a single seeding chemical can induce a viable SDAS that does not produce 

the seeding chemical itself. In an open environment, such chemicals, which we will call “pseudo-

seeds,” can trigger a SDAS but would be expected to disappear over time. In the abiotic reaction 

database, for example, when {H2, CH4, NO, FeS2, visible light} is the ultimate food set, C2H3 is 

a pseudo-seed because it can induce a viable seed, OH, but the tier-1 SDAS it triggers cannot 

produce C2H3. Similarly, when {H2O, CO2, NH3, H2S, H2SO4, H2SO3, HSO3
-, H3PO4, H4P2O7} is 

the ultimate food set for the biotic reaction network, ATP is a pseudo-seed because it can induce 

a viable seed, pyruvate, but the tier-1 SDAS cannot produce ATP. The existence of pseudo-seeds 

is worth noting because it means that key transitions during the origin of life might have been 

triggered by chemicals that are no longer produced by biochemical systems, potentially 

confounding historical inference.  
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These results show that for both the abiotic and biotic reaction networks, seed-dependent 

autocatalytic systems exist. This is significant because a local chemical ecosystem would tend to 

be permanently altered by a rare seeding event which implies that the ecosystem “remembers” a 

seeding event. This perspective leads us to suggest that SDASs may be the earliest and simplest 

general mechanism of molecular memory, a prerequisite for evolution.   

 

2.4 Higher-tier systems 

An important feature of biological systems is that some events must happen in a specific 

temporal order. For example, in primary succession, lichens dominate the environment before 

grasses and trees, and herbivores can survive only when plant populations are large enough. Such 

necessary ordering arises when later stages require some conditions that can be provided by the 

earlier stage.  

Such hierarchical structuring is also manifested by reaction networks. Once a tier-1 SDAS is 

established, all members of the tier-1 system, together with the tier-0 members, are now 

available to “feed” additional higher-tier SDASs. The same procedures used to detect tier-1 

systems can be used to look for viable systems at higher trophic levels. If such additional tiers 

exist then there is a natural ordering: tier-1 SDASs feed on tier-0 systems, and tier-2 SDASs 

feeds on the tier-0 and tier-1 systems, etc.  

For the abiotic reaction database, once the tier-1 SDAS has been induced by any of its potential 

seeds, there exists a 13-member clique that induces a 14-entity, 35-reaction tier-2 system 

containing an autocatalytic core (Table S12, Table S13). This tier-2 SDAS includes the formose 

reaction, which feeds on H2CO generated by the tier-1 SDAS. We did not find any viable tier-3 

SDAS that can be induced by a single seed.  

For the biotic reaction database, we chose to start from the tier-1 system induced by the 267-

member clique, for illustrative purposes. We found a 6-member clique that seeds a 56-species, 

180-reaction viable tier-2 SDAS (Table S14, Table S15). Not surprisingly, 5 out of the 6 clique 

members contain pyrimidine moieties, consistent with the fact that the additional reactions and 

chemicals in this tier-2 system overlap significantly with those activated by the 34-member 

clique that could trigger the alternative (pyrimidine-nucleoside-containing) tier-1 system.  
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Similar to the analysis on the abiotic reaction database, we did not find any single seed that can 

induce a viable tier-3 SDAS. However, we did notice that by adding just one, very plausible, 

reversible reaction to the reaction database (KEGG: R06974), adenine and 2-aminomuconate 

semialdehyde can, together, seed a viable tier-3 SDAS, which has 1057 chemicals and 3198 

reactions (Table S16). This tier-3 system is able to synthesize purines and their derivatives, 

including the hydrogen donor and cofactor NADH. The core process of purine synthesis is an 

autocatalytic cycle feeding on tier-0 and tier-1 chemical species to produce ATP by substrate-

level phosphorylation (Fig. 4, Fig. S4). However, it should be noted that including R06974 in the 

network changes the hierarchical structure in that it allows a single seed, such as NAD+, to 

simultaneously trigger all three tiers from the tier-0 system. This observation illustrates that 

network hierarchy is sensitive to network topology and order of seeding, and that a complex 

molecule may compactly store information carried by multiple simpler chemical species. 
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Fig. 4. An autocatalytic core synthesizing ATP within a tier-3 SDAS detected in the biotic 

database (when reaction KEGG:R06974 is included). This autocatalytic core requires prior 

establishment of a lower-tier system able to supply specific organic molecules such as 5-

phosphoribosylamine and L-glutamine. Red solid boxes: members of the autocatalytic core. 

Cyan solid boxes: immediate food of the autocatalytic core. Black solid box: immediate waste of 

the autocatalytic core. Red dashed boxes: reactions. Cyan arrows: food consumption. Black 

arrows: waste production.   
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As we have seen, the activation of SDASs at different trophic levels expands the spectrum of 

food available for future SDASs, providing a mechanism for the complexification of a realized 

reaction network that receives a flux of simple food inputs. This is significant because it suggests 

ways in which complexity can accrue contingently, depending on seeding events, which might 

be very rare. For example, some reactions not included in the network might be possible in the 

current environment but so slow that there might be a long and uncertain duration before seeding 

occurs. Alternative, seeds could disperse into the site from some other environments that allows 

for different chemical reactions for reasons such as a different physical environment (e.g., higher 

temperature), a different food set (e.g., a surficial versus a submarine site), or different catalysts 

(e.g., different exposed minerals).   

 

2.5 From predators/parasites to mutualists 

In a biological ecosystem, species on higher trophic levels typically have direct negative effects 

on their prey or hosts at a lower trophic level. However, ecological interactions can be 

complicated by indirect effects. For example, wolves in Yellowstone National Park have a direct 

negative effect on elk, on whom they predate, but also an indirect positive effect on plants eaten 

by elk (e.g., willows) and animals that compete for those plants (e.g., beavers) (Ripple et al., 

2001). Furthermore, it is generally accepted that the presence or absence of certain species can 

alter the productivity of an ecosystem (e.g., Smith et al., 1991). We previously suggested that, 

since autocatalytic cores behave rather like species within a biological ecosystem, we can define 

spatially localized sets of active autocatalytic cores as a “chemical ecosystem” (Peng et al., 

2020). Here we seek to extend this view and ask whether autocatalytic processes at higher 

trophic levels can provide analogous beneficial feedbacks on chemical ecosystems to those seen 

in biological ecosystems. To explore this possibility, we examined the structure of the tier-3 

SDAS, described above, on overall ecosystem function. 

The increased diversity of chemicals, which is maintained once higher-tier SDAS are activated, 

increases the chances of finding a chemical that catalyzes reactions at lower tiers. Catalysts are 

molecules that usually use a series of intermediate steps whose collective effect is to lower 

kinetic barriers to produce the same products as an uncatalyzed reaction while regenerating the 

catalyst. To identify potential catalysts we can, thus, look for tier-3 chemicals that provide a new, 
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multi-step path for completing a pre-existing reaction. By this reasoning, the tier-3 chemical 

FAD could catalyze assimilation of phosphate moieties via the reaction CH3COOH + H4P2O7 → 

CH3COOPO3H2 + H3PO4 (Fig. 5). Assuming that the composite reaction rate of the FAD-

mediated reaction mechanism is higher than the direct reaction, which seems plausible, FAD 

would catalytically increase the rate at which the entire ecosystem could acquire phosphate from 

the environment.  
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Fig. 5. Higher-tier chemicals may catalyze lower-tier reactions. An example in the biotic 

reaction network shows that FAD, a tier-3 chemical allows an alternative pathway for the 

phosphorylation of CH3COOH, a tier-1 reaction, potentially increasing the rate at which the 

chemical ecosystem can assimilate phosphate. Solid box: chemical species. Dashed box: 

reaction.   
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It is also possible that a higher-tier chemical allows for new, more efficient ways for the reaction 

system to utilize food resources. For example, without the tier-3 chemical NAD+ (or NADP+), 

the ultimate food H2S serves primarily as a source of thiol group rather than a hydrogen donor. 

However, due to the reaction, NAD+ + H2S ↔ NADH + H+ + S, the presence of NAD+ allows 

H2S to serve as a terminal hydrogen donor. H2S should provide a stronger driver of carbon 

fixation than the thermodynamically less favorable carbon fixation pathway within the tier-1 

system (Fig. 3). This way of exploiting H2S was not possible before the “discovery” of NAD+ (or 

NADP+), making this another example of feedback on overall ecosystem function. Furthermore, 

the presence of NADH also allows a new carbon-fixing autocatalytic cycle (Fig. 6) that is 

shorter, and thus potentially more efficient, than the carbon fixation processes supported by tiers 

1 and 2.  
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Fig. 6. A carbon-fixing autocatalytic cycle that becomes possible when NADH and NADPH 

are available. This autocatalytic cycle has two major modules: a reduction module leading from 

glyoxylate to glycolaldehyde, and a carboxylation module leading from glycolaldehyde to more 

glyoxylate. Because this cycle entails just seven reactions, it is likely to occur at a higher net rate 

than the pre-existing carbon fixation mechanisms. Red solid boxes: members of the autocatalytic 

cycle. Purple solid boxes: catalysts mediating the transfer of hydrogen from H2S to organic 

molecules. Cyan solid boxes: immediate food of the autocatalytic cycle. Black solid box: 

immediate waste of the autocatalytic cycle. Red dashed boxes: reactions. Red arrows: syntheses 

of organic molecules. Purple arrows: catalysis. Cyan arrows: food consumption. Black arrows: 

waste production.  
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To give one final example of the new potential benefit that can arise with higher tiers, it is worth 

noting that the tier-3 SDAS includes some relatively long-chain amphiphiles such as 

hexadecanoic acid (Table S16), which might be able to form liposomes. Were this to be the case, 

the addition of tier-3 might open up the possibility of producing membranes that might alter 

ecosystem stability by providing protection against mechanical perturbation, by fostering spatial 

organization, and might enable long distance co-dispersal of interdependent seed chemicals. 

These results support the view that, as higher-tier SDASs become activated, a chemical 

ecosystem can become more resistant to environmental perturbations and may also acquire novel 

capabilities. And if multiple systems consisting of SDASs coexisted during abiogenesis, it was 

likely that the systems with higher efficiency of utilizing environmental resources would 

gradually dominate and cause the entire chemical ecosystem to more efficiently exploit the 

environment, just as that the competition between species in a community during ecological 

succession tend to maximize the community’s efficiency of utilization of resources over time 

(MacArthur, 1970, 1969). Thus, it seems plausible that chemical ecosystems may, complexify 

over time not only in the trivial sense of coming to support the persistence of a greater number of 

chemical species but also in the sense of acquiring and optimizing new, emergent ecosystem-

level properties. 

 

3. DISCUSSION 

3.1 Chemical ecosystem theory as a general framework for understanding early steps in 

abiogenesis 

In this paper, we extend our theory of Chemical Ecosystem Ecology (Peng et al., 2020) by 

proposing that a trophic structure exists within real chemical reaction networks based on the 

existence of SDASs and that this can lead to a pattern very reminiscent of ecological succession. 

We provide a mathematical formalism for SDASs and an algorithm for detecting them in 

networks composed of thousands of stoichiometrically-explicit chemical reactions. Our results 

confirm that chemical ecosystem theory has heuristic value in the analysis of chemical reaction 

systems and allows for the detection of common features in abiotic and biotic networks. In the 

process we were able to document multiple life-like features in the reaction networks analyzed, 
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including seed-induced autocatalysis, trophic hierarchy, and beneficial feedbacks on ecosystem 

function. 

The model that emerges is that rare chemical reactions (perhaps enabled by chance fluctuations 

in local chemical concentrations) or import of materials from other environments can seed new 

autocatalytic systems allowing for the long-term exploration of chemical space in food-driven 

chemical ecosystems. Furthermore, since the number of chemicals sustained tends to increase as 

new SDASs are initiated, and since each new chemical has the potential to serve as food for yet 

more autocatalytic cores, the space of “adjacent possibles” (Kauffman and Gare, 2015) may also 

be expected to increase as new trophic tiers are added. 

An important feature of the SDAS structure is that it provides a mechanism by which a chemical 

ecosystem can, in a sense, memorize what occurred in the past, a phenomenon that can be 

equated with heritability. This follows because individual seeding events can trigger a sustained 

change in the chemical composition of an ecosystem. Additionally, it is possible, though not 

demonstrated here, that in larger networks the order in which seed molecules are introduced 

could result in the exploration of different regions of chemical space.  

Heritability is a prerequisite for evolution, showing that SDASs may provide a basis for an 

evolutionary process that could occur even prior to the use of genetic polymers. Such a model 

suggests that the origin of life might entail the following steps: (1) Planetary processes such as 

solar irradiation, local redox disequilibria driven by tectonics, or global redox disequilibria 

driven by the loss of hydrogen to space (Smith and Morowitz, 2016) generate a steady flux of 

food molecules/entities. (2) One or a few relatively simple chemical species are introduced by 

rare reactions or stochastic events, triggering low-tier SDASs, which convert the food to 

chemical species with higher diversity and complexity. (3) Each additional SDAS provides a 

larger pool of food permitting yet higher tiers to be added. (4) Some newly seeded SDASs, 

although consisting of energy-expensive molecules, cause the productivity of the network as a 

whole to increase, for example when complex molecules catalyze more efficient pathways for 

extracting energy from the food set, resulting in greater irreversibility. (5) Such chemical 

succession continues until the ecosystem is complex enough to be deserving of the label “life.”  

This origin-of-life model differs from many prevailing views in suggesting that networks of 

small organic molecules underwent something akin to biological evolution for some period 
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before giving rise to a polymer-based genetic system. Polymers are often energy-expensive and, 

due to the inherent combinatorics of polymerization cascades, individual polymer sequences 

would be difficult to maintain unless the chemical ecosystem were feeding efficiently on 

sustained food fluxes. But how could the transition to polymer chemistry arise? 

The structure of the 3-tier system that we identified within the biotic network, provides some 

hints as to key steps in the conversion to polymer-regulated metabolism. Whereas tier-1 and tier-

2 SDASs are mostly composed of quite small organic molecules, tier-3 includes some larger and 

more complex molecules, such as NADH and FAD, which can be seen as short heterogeneous 

polymers. Moreover, these short polymers show potential catalytic feedbacks on tiers 0-2. This 

arrangement is, abstractly, similar to the relationship between genetic/catalytic polymers (e.g., 

DNAs, RNAs, proteins) and metabolism in cellular life (Fig. 7). This illustrates that the catalytic 

feedback on metabolism achieved by biological cofactors might also have been at play when 

genetic and/or catalytic polymers, such as nucleic acids and peptides, first arose. However, 

because functional and non-functional polymers are composed of a similar alphabet of 

monomers, this pattern of network arrangement alone does not solve the combinatorial problem 

of producing sufficient functional polymers without most metabolic flux being channeled into 

the formation of non-functional polymers. Solving the combinatorics of polymerization remains 

an important focus of future work. 
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Fig. 7. The interactions between SDASs discovered in the biotic network are topologically 

similar to the interactions between metabolism, enzymes, and genetic polymers. (A) The 

summary of the interactions between SDASs on three trophic levels we found in the biotic 

reaction database. (B) A simplified model of the interactions between carbon fixation 

metabolism, enzymes, and genetic materials in extant life.  
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3.2 Limitations and future work 

We have shown that the SDAS-based mechanism can be applied to databases of realistic abiotic 

and biotic reactions. Although only a few SDASs were found, it is possible that more SDASs 

would be found if a different ultimate food set were used and/or a different collection of 

reactions are allowed to occur. Additionally, both reaction systems are small fragments of a 

much larger network of potential reactions.  

The biotic network has additional limitations, since almost all reactions are catalyzed by evolved 

enzymes. This implies that only a subset of the reactions in the network would occur at an 

appreciable rate in the absence of enzymes, which might be taken to imply that the resulting 

network might be over-connected. Conversely, one might argue that, in the absence of high-

efficiency catalysts that direct metabolic flux to a modest number of biochemicals, prebiotic 

reaction networks might contain many more potential reactions all of which have rate constants 

within a few orders of magnitude of one another. Under the latter argument, the biotic reaction 

network would be seen as being under-connected. Thus, we really do not know how 

representative either the biotic or abiotic databases are of relevant prebiotic chemical networks. 

It is non-trivial to obtain such realistic prebiotic reaction networks from empirical data, since 

only a limited number of reactions can be investigated experimentally, and those that are studied 

are likely to be sampled non-randomly, for example with a focus on reactions relevant to 

biology, combustion, or organic synthesis. The best hope is probably to infer reaction networks 

from in silico application of empirically-grounded reaction rules, as done recently by Wołos et 

al., 2020. However, until such more complete networks are analyzed more closely, it will remain 

unclear how closely the topology of the network of reactions available to prebiotic chemical 

ecosystems resembles the two networks studied here. Nonetheless, since the results from the 

biotic and abiotic networks are qualitatively similar despite differing in size and reaction density, 

we suspect that our overall conclusions will remain robust. 

The approach developed here is based entirely on network topology, ignoring both 

thermodynamics and kinetics considerations. As a result, detected SDASs are not necessarily 

feasible because the autocatalytic cores upon which they depend might be non-viable in any 

realistic environment. Indeed, careful analysis of the carbon fixation reactions within the biotic 

tier-1 SDAS shows that it depends on a module consisting of two thermodynamically 
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unfavorable reactions, namely water reducing formaldehyde to methanol (H2CO + 2 H2O → 

CH3OH + H2O2) and methanol and formic acid undergoing a reverse Cannizzaro reaction to 

generate two molecules of formaldehyde (CH3OH + HCOOH → 2 H2CO + H2O) (Fig. 3). This 

fact does not fully undermine the conclusions, because the autocatalytic core can still hold if this 

module is replaced by a prebiotic process reducing formic acid to formaldehyde and there are 

several other prebiotically feasible pathways for producing formaldehyde (Cleaves, 2008). 

However, this case does illustrate that a full development of chemical ecosystem ecology should 

ultimately consider both thermodynamics and kinetics.  

An additional weakness of the SDAS framework is that it does not directly explain the source of 

seeds. Thus, while the model can identify autocatalytic modules that would be triggered if a 

particular molecule or a set of particular molecules magically appeared, it says nothing about the 

likelihood of seeding. This is an oversimplification. We know that a seed molecule can only arise 

by a chemical reaction happening somewhere, so shouldn’t the reactions that generate the seed 

(prior to SDAS activation) be included in the reaction network? One solution would be to 

include kinetics and use models, such as the Gillespie algorithm (Gillespie, 2007), that can 

translate low reaction rates into discrete stochastic events. Another approach might be to utilize 

two or more distinct networks of allowed reactions, each interpreted as the set of feasible 

reactions in a particular environmental context, and then allow rare transfer of materials from 

one environment into another. Finally, the ultimately preferable approach would combine 

explicit kinetics and an explicit spatial context so that improbable local reactions and rare 

dispersal events can both play a role in chemical ecosystem dynamics. 

3.3 Prospects for experimental validation 

Our model suggests that seed-dependent autocatalysis might be a common feature of driven, 

“messy” chemical reaction systems. That is to say, we should expect that providing a set of small 

molecules as food to a continuously-stirred tank reactor (CSTR), or its poor-man’s equivalent, a 

serial batch-transfer-with-dilution experiment (Colón-Santos et al., 2019; Surman et al., 2019; 

Vincent et al., 2019), might lead to different quasistable chemical compositions depending on the 

addition of different molecular seeds. Can the network analyses conducted be used to guide the 

design of experiments looking for seed-dependent chemical memory? 
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The network-topology-based analysis provided here yield some useful information. It suggests, 

for example, that providing a flux of certain inorganic (or small organic) food to a CSTR might 

result in a transient steady state, which might then transition irreversibly to a different state 

through the transient addition of medium-complexity molecules (perhaps up to 300 Daltons), and 

might then transition to a third state after seeding with high-complexity molecules like NADH. 

However, given the incompleteness of the network used, and its dependence on enzymatic 

reactions, it seems premature to confidently predict which food and seed chemicals would show 

such a pattern. Nonetheless, we hope that experimentalists will either design experiments to test 

the SDAS hypothesis based on chemical intuition, or that more thorough in silico analysis of 

networks with realistic kinetic parameters can ultimately be used to guide more targeted 

experiments. Such work would be extremely valuable by empirically grounding chemical 

ecosystem ecology and providing a basis for systematically exploring the gradual 

complexification of food-driven chemical networks as might occur during the origin of life.  
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MATERIALS AND METHODS 

Preprocessing databases of reactions 

Abiotic reaction database 

The reaction network assembled by Adam et al., 2021 includes the following categories: free 

radical reactions, mineral geochemical reactions, amino acid production, chloride radical and 

polar reactions, nitrile radical and polar reactions, RNA nucleotide assembly, nuclear decay, and 

physicochemical reactions. We processed this database by the following steps.  

First, we excluded the nuclear decay reactions because we did not plan to put radioactive atoms 

into the ultimate food set.  

Second, with kind help from Dr. Zachary R. Adam and Dr. Albert C. Fahrenbach, we deleted 

duplicate reactions, added a few new reactions that were not in the original database, balanced 

some reaction equations, and excluded the reactions without clear stoichiometry. This is because 

our method requires stoichiometry of reactions.  

Third, we added the formose reaction into the database. According to Breslow’s mechanism 

(Breslow, 1959), the formose reaction is driven by aldol and retro-aldol reactions and aldose-

ketose isomerization. In combination these reactions allow low-carbon-number monosaccharides 

to generate high-carbon-number monosaccharides. Therefore, we added reversible aldol 

reactions and reversible aldose-ketose isomerization among formaldehyde, glycolaldehyde, and 

monosaccharides with no more than 8 carbon atoms. Optical isomers were not distinguished 

from each other. Formaldehyde dimerization was not added because it is very slow and its 

reaction mechanism is unclear but surely neither aldol/retro-aldol reaction nor aldose-ketose 

isomerization.  

Fourth, every reaction labeled reversible was split into two unidirectional reactions.  

Biotic reaction database 

We processed the reaction database curated by Xavier et al., 2020 to obtain the biotic reaction 

database by the following steps.  
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First, we removed all reactions involving chemical species that do not have specific molecular 

mass, such as reduced ferredoxin (KEGG: C00138), acyl-carrier protein (KEGG: C00229), 

starch (KEGG: C00369), long-chain aldehyde (KEGG: C00609), and “Glycans” because they 

sometimes result in “fake” stoichiometric relationships. For example, the reaction: starch + H2O 

↔ dextrin + starch (KEGG: R02108) would make starch an infinite source of starch as long as 

H2O is provided.  

Second, we added some obviously spontaneous reactions that were missing, such as H2O ↔ H+ 

+ OH- and H2CO3 ↔ H+ + HCO3
-.  

Third, as all reactions in the KEGG biochemical reaction database are labeled reversible, every 

reaction was split into two unidirectional reactions. The reaction following the forward direction 

specified in the KEGG database has a suffix “.a” to its entry, and that of the reverse direction has 

a suffix “.b”. 

Fourth, the reactions that are labeled as multi-step were removed because each step is already a 

reaction in the database. Although keeping these multi-step reactions may not have big impact on 

the detection of SDAS existence, decreasing the number of reactions in the stoichiometric matrix 

should help accelerate the computation.  

 

Network expansion 

The set R = {r1, r2, …, ri, …, rn} is a set of multiple reactions ri’s that are allowed. Each ri 

specifies reactants and products, and the union of all reactants and products across all ri’s is the 

maximum set of chemical species S = {k1, k2, … , kj, …, km}. We define an operation called full 

network expansion, Ξ(SO, R) = (SE, RE), where SO the subset of S where the expansion starts, SE 

the set of chemical species resulting from the expansion, and RE the expanded set of reactions 

resulting from the expansion. The expansion is conducted as follows:  

(i) Let RE = Ø; define a temporary set of reactions R’ = R; let SE = SO.  

(ii) Define a temporary set of chemical species S’ = Ø.  

(iii) For a reaction ri in R’, check if the reactants required by ri are all present in SE; if so, move ri 

from R’ to RE, and scan through the products of ri to add the chemical species that are not in SE 



- 32 - 
 

to S’. Do this for all reactions in R’. Then add all chemical species in S’ to SE. If during this step, 

no reaction in R’ is moved, then the expansion is finished; otherwise, proceed to (ii).  

  

Detecting Seed-Dependent Autocatalytic Systems (SDASs) by linear programming 

Let us assume that a (p-1)×(q-1) stoichiometric matrix, where each row represents a chemical 

species and each column represents a unidirectional reaction, results from a full expansion within 

the set of allowed reactions R. The row labels of this (p-1)×(q-1) stoichiometric matrix form a 

chemical species set SF = {k1, k2, … , kp-1}, which serves as the external food. Now we select a 

non-empty set of non-food chemical species SP = {kp, kp+1, … , kp+h} to serve as the seed set. 

Then we conduct a full expansion (SFP, RFP) = Ξ(SF ∪ SP, R), generating SFP = {k1, k2, … , km} 

and RFP = {r1, r2, …, rn}.  

For some of the reactions, the same chemical species may appear on both sides of the reaction 

with the same stoichiometric coefficient, meaning that such a chemical species ki can be viewed 

as a catalyst for the relevant reaction rj. Even though the stoichiometric change of ki is zero after 

rj occurs, ki is necessary for rj to occur. Therefore, on the reactant side of rj, we may add a 

positive value to the stoichiometric coefficient of ki (i.e., subtract a small positive value from the 

entry representing ki and rj in the stoichiometric matrix) when performing the linear 

programming; although this manipulation would make the reaction equation unbalanced, if a 

SDAS does exist, the effects of such unbalance should be compensated by the fact that the SDAS 

can synthesize excessive ki from the external food.  

A SDAS feeding on SF exists if there is a vector of non-negative elements x = (xq, xq+1, … , xn) 

such that  

∑𝑥𝑗𝑠𝑖𝑗

𝑛

𝑗=𝑞

> 0 (𝑥𝑗 ≥ 0)   ∀𝑖 ∈ [𝑝,𝑚] (1) 

where sij is the entry at the ith row and jth column of the stoichiometric matrix.  

We set the linear programming problem as to find 



- 33 - 
 

max
𝑥𝑞,   …,   𝑥𝑛 

∑𝑥𝑗𝑠𝑝𝑗

𝑛

𝑗=𝑞

(2) 

which is constrained by 

∑𝑥𝑗𝑠𝑖𝑗

𝑛

𝑗=𝑞

> 0 (𝑥𝑗 ≥ 0)   ∀𝑖 ∈ [𝑝,𝑚] (1) 

The linear programming tool provided by SciPy v1.6.2 

(https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.linprog.html) is used to 

solve the problem. If this linear program problem is found to be unbounded, then we know that 

there must exists some x satisfying the conditions of a SDAS. We used the “highs” method 

(Huangfu and Hall, 2018) to confirm the existence of SDASs and the “revised simplex” method 

(Bertsimas and Tsitsiklis, 1997) to enumerate all reactions of a SDAS. Once a SDAS was 

confirmed to exist, we ran the integer programming process that is described in the next section 

for finding the autocatalytic cores subject to further specific constraints within the SDAS.  

 

Detecting minimum autocatalytic cores by integer programming  

We sought to find small autocatalytic cores within each SDAS because these are easier to 

visualize and could potentially guide future experimental studies. In this section, we describe a 

method based on integer linear programming to enumerate small-cardinality SDASs contained in 

a given SDAS.  

For the given SDAS, we know that 

∑𝑥𝑗𝑠𝑖𝑗

𝑛

𝑗=𝑞

> 0 (𝑥𝑗 ≥ 0)   ∀𝑖 ∈ [𝑝,𝑚] (1) 

To find smaller systems, we seek a set of columns T ⊂ [q, n] such that if j ∈ T and ∃i ∈ [p, m] 

which makes sij ≠ 0, then ∃𝜀𝑗 ∈ ℝ+
𝑛−𝑞+1

 such that ∑ 𝜀𝑗𝑠𝑖𝑗
𝑛
𝑗=𝑞 ≥ 1. Of course, the set T should 

have |T| ≥ 1. Finding such a set T can be accomplished in a systematic manner by seeking 

solutions to a linear-inequality system wherein some of the variables are required to take integer 

values.  

https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.linprog.html
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In the formulation, we use binary variables zj that take the value 1 if and only if column j ∈ [q, n] 

is in the set T, and we will minimize ∑ 𝑧𝑗
𝑛
𝑗=𝑞  to minimize the cardinality of the selected set. For 

the selected set to be a SDAS, we must enforce the logic that 

∑𝑧𝑗|𝑠𝑖𝑗|

𝑛

𝑗=𝑞

> 0 ⇒∑𝜀𝑗𝑠𝑖𝑗

𝑛

𝑗=𝑞

> 0   ∀𝑖 ∈ [𝑝,𝑚] (3) 

This is done by introducing additional binary variables yi (i ∈ [p, m]) indicating if species ki is 

included in the SDAS represented by z = (zq, zq+1, … , zn). Then, the following two sets of linear 

inequalities accomplish the logic in (3)  

∑𝑧𝑗|𝑠𝑖𝑗|

𝑛

𝑗=𝑞

≤ 𝑀𝑖𝑦𝑖   ∀𝑖 ∈ [𝑝,𝑚] (4) 

∑𝜀𝑗𝑠𝑖𝑗

𝑛

𝑗=𝑞

≥ 1 −𝑀𝑖(1 − 𝑦𝑖)   ∀𝑖 ∈ [𝑝,𝑚] (5) 

for a suitably large value of Mi. If βj is an upper bound on the level of reaction rj in a SDAS, then 

𝑀𝑖 = ∑ 𝛽𝑗𝑠𝑖𝑗
𝑛
𝑗=𝑞  suffices. We also must enforce that if column j is not selected for the SDAS 

(i.e., zj = 0), then its level of reaction εj must also be zero, which is done with the algebraic 

constraints εj ≤ βjzj. 

This gives a full integer programming formulation for finding a minimum-cardinality SDAS 

among the reactions {rq, rq+1, … , rn}. We set the integer programming problem as to find 

min
𝑧𝑞,   …,   𝑧𝑛 

∑𝑧𝑗

𝑛

𝑗=𝑞

(6) 

which is constrained by 
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{
 
 
 
 
 
 

 
 
 
 
 
  ∑𝑧𝑗

𝑛

𝑗=𝑞

≥ 1

 ∑𝑧𝑗|𝑠𝑖𝑗|

𝑛

𝑗=𝑞

≤ 𝑀𝑖𝑦𝑖    ∀𝑖 ∈ [𝑝,𝑚]

 ∑𝜀𝑗𝑠𝑖𝑗

𝑛

𝑗=𝑞

≥ 1 −𝑀𝑖(1 − 𝑦𝑖)   ∀𝑖 ∈ [𝑝,𝑚]

 𝜀𝑗 ≥ 0   ∀𝑗 ∈ [𝑞, 𝑛]

 𝜀𝑗 ≤ 𝛽𝑗𝑧𝑗    ∀𝑗 ∈ [𝑞, 𝑛]

 𝑧𝑗 ∈ {0, 1}   ∀𝑗 ∈ [𝑞, 𝑛]

 𝑦𝑖 ∈ {0, 1}   ∀𝑖 ∈ [𝑝,𝑚]

(7) 

This formulation can be solved computationally in a matter of seconds using a state-of-the-art 

integer programming software, such as Gurobi, for the reaction databases used in this study. The 

binary solution vector z indicates the reactions T in a minimum cardinality SDAS chosen from 

reactions {rq, rq+1, … , rn}. To exclude this particular SDAS and seek additional systems, we can 

add the constraint 

∑𝑧𝑗
𝑗∈𝑻

≤ |𝑻| − 1 (8) 

to the integer programming formulation. Our implementation can iteratively add such constraints 

to enumerate multiple SDASs.  

 

Identifying cliques 

Let us assume that SF is a set of chemical species resulting from a full expansion within the set 

of allowed reactions R from a set of ultimate food SUF, then SF is the set of external food. Two 

non-empty seed sets of non-food chemical species SP1 and SP2 are said to be in the same clique if 

(a) Ξ(SF ∪ SP1, R) = Ξ(SF ∪ SP2, R), and (b) for any proper subset S’P1 of SP1 and any proper 

subset S’P2 of SP2, Ξ(SF ∪ S’P1, R) ≠ Ξ(SF ∪ SP1, R) and Ξ(SF ∪ S’P2, R) ≠ Ξ(SF ∪ SP2, R).  

In this paper, when talking about cliques, we only focus on cases where seeds are individual 

chemical species. Nonetheless, the principle could be expanded to potential seed sets comprising 

more than one chemical species. 
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The reasons for adding the reaction KEGG: R06974 

In the main text, we stated that it is reasonable to add the reaction KEGG: R06974 into the biotic 

reaction database. This is because a closer look at this reaction revealed that it is actually very 

similar to the reaction R06975 (Fig. S5): both reactions use HCOOH as the carbon donor to add 

a -CHO to -NH2 and form a -NH-CHO with ATP hydrolysis providing energy for the reaction. 

However, R06975 is in the network curated by Xavier et al., 2020 while R06974 is not, 

presumably because the annotations of R06974 in the KEGG database are not as detailed as 

those of R06975, and thus R06974 was filtered out due to some strict criterion.   
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