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Abstract: Transition states are of central importance in chemistry. While they are, by definition,

transient species, it has been shown before that it is possible to “trap” transition states by

applying stretching forces. We here demonstrate that the task of transforming a transition

state into a minimum on the potential energy surface can be achieved by using hydrostatic

pressure. We apply the computational eXtended Hydrostatic Compression Force Field (X-

HCFF) approach to the educt of a [2,3]-sigmatropic rearrangement in both static and dynamic

calculations and find that the five-membered cyclic transition state of this reaction becomes a

minimum at pressures in the range between 100 and 150 GPa. Slow decompression leads

to a 70:30 mix of the product and the educt of the sigmatropic rearrangement. Our findings

are discussed in terms of geometric parameters and electronic rearrangements throughout

the reaction. We speculate that the trapping of transition states by using pressure is generally

possible if the transition state of a chemical reaction has a more condensed geometry than both

the educt and the product, which paves the way for new ways of initiating chemical reactions.
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The rearrangement of allylic sulfoxides to allylic sulfenate esters is a popular example of [2,3]-

sigmatropic rearrangements. [1–3] This type of reaction is also known as Mislow-Evans rear-

rangement [4–11] and is widely used in asymmetric synthesis due to the possibility of chirality

transfer from the carbon bearing the sulfoxide group to the alcohol resulting from a subsequent

reaction with an appropriate thiophile (Figure 1A). Hence, the Mislow-Evans rearrangement is

a popular tool in the synthesis of bioactive substances and natural products like terpenes, [12]

vernolepin, [13,14] amphidinol 3, [15] and pyrenolide D. [16]
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Figure 1: (A) Schematic representation, including labels of carbon atoms, and (B) energy profile of
the Mislow-Evans rearrangement, calculated at the B3LYP/6-31G(d) level of theory. (C) Superimposed
geometries of the structure found at 120 GPa (solid), calculated with X-HCFF, and the cyclic transition
state of the Mislow-Evans rearrangement without pressure (transparent).
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The transition state of the Mislow-Evans rearrangement has attracted considerable atten-

tion, because it determines the stereochemistry of the reaction. [17] It has been found that

the Mislow-Evans rearrangement proceeds via a five-membered cyclic transition state (Figure

1A). [6,11,17–19] By using quantum chemical methods, we here demonstrate that the cyclic tran-

sition state of the Mislow-Evans rearrangement becomes a minimum under pressures between

100 and 150 GPa, which is a pressure range that is accessible with modern diamond-anvil cell

technology. [20] While the “trapping” of a transition state has been achieved before with mechani-

cal force, [21] to the best of our knowledge this is the first time that hydrostatic pressure has been

used for this purpose. The possibility of transforming a transition state into a minimum on the

potential energy surface paves the way for isolating and characterizing this transient chemical

species and will more broadly open up new possibilities in chemical synthesis.

Several quantum chemical methods for the application of hydrostatic pressure to molecules

during geometry optimizations have been reported. [22–29] We apply the eXtended Hydrostatic

Compression Force Field (X-HCFF) approach [28] in this paper, since this method has been

used successfully to predict structural parameters and chemical reactions in the GPa regime.

Furthermore, Born-Oppenheimer Molecular Dynamics (BOMD) simulations can be conducted

at a user-defined pressure with X-HCFF. B3LYP [30–32]/6-31G(d) [33] is used as the electronic

structure method throughout. Further computational details can be found in the Supporting

Information.

While, according to our calculations, the cyclic transition state of the model Mislow-Evans

reaction considered in this paper (Figure 1B) lies 12.0 kcal/mol above the educt, geometry

optimization with X-HCFF at a pressure of 120 GPa yields a five-membered cyclic structure

(Figure 1C). This compressed geometry is remarkably close to the pressure-free transition

state, with a mean RMSD of only 0.3 Å between the ring atoms in the compressed and the

pressure-free geometries (Table S1). While transition states have been found to disappear

under pressure, [27] leading to the formation of the product of a chemical reaction with no further

energy input, our calculations demonstrate that pressure can be used to transform a transition

state into a minimum on the potential energy surface. Despite the intriguing notion that a

transition state can be isolated, this finding is intuitive, since the transition state of the Mislow-

Evans rearrangement has a more condensed geometry than both the educt and the product. A

preference of the transition state geometry is therefore expected at elevated pressures.

To investigate the formation of the five-membered ring in the model Mislow-Evans reaction

under pressure more closely, we conducted ten individual BOMD simulations, in which we

increased the pressure in increments of 10 GPa every 96.8 fs. Two representative distances,
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Figure 2: Normalized distances S−CA (A) and CC−O (B) for each individual 10 GPa simulation window
averaged over all trajectories in the pressure range between 0 and 150 GPa.

S−CA and CC−O (cf. Figure 1A for the labels), were averaged over all ten simulations for each

10 GPa simulation window up to the maximum applied pressure. In agreement with chemical

intuition, the S−CA bond shortens with increasing pressure (Figure 2A). Up to approx. 90 GPa,

the S−CA bond length decreases fairly linearly with increasing pressure, and, since pressure

is proportional to force, this observation shows that the compression of the S−CA bond is a

harmonic process throughout a remarkably large pressure range.

Turning to the CC−O distance (Figure 2B), the distribution initially only broadens up to a

pressure of 20 GPa, since CC and O are not bonded at first. An intermediate, slightly com-
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pressed geometry with a CC−O distance between 2.5 and 3 Å is subsequently generated, fol-

lowed by the gradual generation of cyclic species in which CC and O are bonded, as evidenced

by the accumulation of structures with a CC−O distance of approx. 1.5 Å at pressures above

100 GPa.

The distance CC−O, which forms during the Mislow-Evans rearrangement, and S−CA,

which breaks, are shown in Figure 3 as a function of time for two representative BOMD trajecto-

ries. In the first trajectory (Figure 3A), formation of the five-membered ring can be observed at

approx. 1.05 ps (120 GPa), marked by a sharp decrease in the CC−O distance. Subsequently,

slow decompression leads to the rupture of the S−CA bond, yielding the reaction product. While

in the second trajectory (Figure 3B) the formation of the five-membered ring can be observed

at a pressure of 120 GPa as well, decompression in this case leads to the recovery of the educt

due to the rupture of the CC−O bond and not the S−CA bond. Similar observations are made

for other structural parameters involved in the formation of the five-membered ring (Figures S1

and S2).

The possibility to either form the product or to recover the educt is the expected behavior for

a system that is held artificially at the transition state, since it can move in either direction when

the constraint is lifted, depending on the instantaneous nuclear velocities that are present upon

decompression. In seven out of the ten simulations, the formation of the product is observed,

whereas the educt is recovered in the remaining three simulations. This observation lends

further evidence that a transition state was isolated using pressure. The pressure required to

form the five-membered ring ranges between 100 and 150 GPa, depending on the trajectory.

Details on each individual trajectory are given in the Supporting Information (Table S2).

The formation of the five-membered ring and its transformation to either the product or

the educt of the Mislow-Evans rearrangement upon decompression can also be understood

in terms of changes in Mayer bond orders [34,35] throughout the BOMD simulations (Figure 4).

While the CB =CC bond loses its double bond character upon formation of the five-membered

ring, the bond order of the CA−CB bond increases, signifying an increase in double-bond char-

acter. In the trajectory in which the product of the Mislow-Evans reaction is formed upon de-

compression (Figure 4A), these changes are permanent. In addition, the bond order analysis

reveals the rupture of the S−CA bond and the formation of the CC−O bond, completing the rear-

rangement. Contrarily, the decrease in S−CA bond order and the formation of the CC−O bond

are only transitory in the trajectory that recovers the educt upon decompression (Figure 4B).

As soon as the five-membered ring dissociates upon decompression and the educt forms, the

bond orders return to their initial values in this trajectory.
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Figure 3: Time evolution of the distances CC−O (black line) and S−CA (red line) for two representative
BOMD simulations of the model system under hydrostatic pressure in which the formation of the product
(A) or of the educt (B) of the Mislow-Evans rearrangement is observed, respectively. Gray shaded
areas signify increasing compression, whereas white areas denote decompression. The pressure was
changed by 10 GPa at each of the gray vertical lines.

Analogous effects can be observed in the propagation of electron densities at the bond

critical points throughout the BOMD trajectories (Figure S3): In addition to an overall increase

in electron density with increasing pressure, which is due to the compressed nuclear scaffold

and the shortened bonds, shifts in electron density mark the formation of the five-membered

cyclic structure at high pressure and its transformation to either the product or the educt of the

Mislow-Evans rearrangement upon decompression.

The quantum chemical calculations and BOMD simulations presented in this study demon-

strate that the five-membered cyclic transition state of a model Mislow-Evans rearrangement

can be “trapped” by applying hydrostatic pressures in the range between 100 and 150 GPa.

Decompression leads to the formation of the product of the rearrangement in seven out of ten

trajectories, whereas the educt is recovered in the remaining three simulations. Our future

studies will focus on the influence of environmental factors like chemical substitution [36] or the

solvent in a multiscale simulation setup. We hope that our calculations spark the interest in
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Figure 4: Time series plot of the Mayer bond orders of the bonds in the five-membered ring throughout
two representative BOMD trajectories in which the product (A) or the educt (B) of the Mislow-Evans
rearrangement is formed, respectively.

experimental studies on the barochemical isolation of transitory species in sigmatropic rear-

rangements and other chemical reactions. We speculate that transition states can generally be

isolated by using pressure if the transition state geometries are more condensed than both the

educt and the product of the reaction.
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