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Abstract

The existence of a two-center, three-electron hemibond in the first solvation shell of OH(aq) has long
been a matter of debate. The hemibond manifests in ab initio molecular dynamics simulations as a
small-r feature in the oxygen radial distribution function (RDF) for H2O· · · OH, but that feature
disappears when semilocal density functionals are replaced with hybrids, suggesting a self-interaction
artifact. Using periodic simulations at the PBE0+D3 level, we demonstrate that the hemibond is
actually still present (as evidenced by delocalization of the spin density onto nearby water molecules)
but is obscured by the hydrogen-bonded feature in the RDF, due to a slight elongation of the
hemibond. Computed electronic spectra for OH(aq) are in excellent agreement with experiment
and confirm that hemibond-like configurations play an outsized role in the spectroscopy due to an
intense charge-transfer transition that is strongly attenuated in hydrogen-bonded configurations.
Apparently, 25% exact exchange does not eliminate delocalization of unpaired spins.

First described by Pauling,1 a two-center, three-
electron (2c–3e) “hemibond” is formed when a doubly-
occupied frontier orbital of one molecule overlaps favor-
ably with the half-filled orbital of a radical, resulting in a
stabilizing interaction with a bond order of 1/2. Compu-
tational evidence for the existence of hemibonds has been
put forward in a variety of systems,2–9 and hemibonding
has long been discussed in the context of aqueous-phase
pulse radiolysis experiments involving sulfur-containing
species.10–13 Definitive experimental evidence for hemi-
bonds exists only in a few cases, however, includ-
ing (H2S)

+
n ,

14,15 (CH3SH)+2 ,
16 (CH3S)

+
2 ,

17 [(CH3)2S]
+
2 ,

18

Cl· · ·NH3,
19 and a few other systems.20,21

Hemibonding in OH(aq) was predicted in some of
the earliest ab initio molecular dynamics (aiMD) sim-
ulations using density functional theory (DFT),22–26 but
these predictions were quickly rejected as artifacts of self-
interaction error (SIE) associated with the use of semi-
local functionals,26 since SIE is known to overstabilize
2c–3e bonds.27,28 More recently, it has been suggested
that the hemibonds observed in those early simulations
might instead be artifacts of a too-small periodic simu-
lation cell.29–32 Perhaps for these reasons, the possibility
of a hemibonded solvation motif seems not to have been
considered in the analysis of recent x-ray experiments
on OH(aq).33 Recent aiMD simulations using hybrid
functionals report no evidence of the feature tradition-
ally associated with this motif,34–36 namely, a peak at
2.2–2.3 Å in the radial distribution function (RDF) for
oxygen.26 In the present work, we use periodic DFT sim-
ulations at the PBE0+D3 level37,38 to demonstrate that
the disappearance of this feature in hybrid DFT does not
imply the absence of a hemibonded solvation motif. In
contrast to what has become conventional wisdom, spin
delocalization persists even in the presence of 25% ex-

∗herbert@chemistry.ohio-state.edu

act exchange, and hemibond-like configurations prove to
be crucial in explaining the electronic absorption spec-
troscopy of OH(aq).

In an effort to avoid artifacts arising from aiMD in
small simulation cells, we recently reported mixed quan-
tum mechanics/molecular mechanics (QM/MM) simula-
tions of OH(aq) in very large unit cells.39 Figure 1a
reproduces the O∗· · ·O RDFs from these simulations,
where O∗ denotes the oxygen atom of the radical. The
appearance or disappearance of a feature at rO∗O = 2.2–
2.3 Å is usually equated with the presence or absence of
hemibonding,26,29,32,34,40 and this feature vanishes when
semilocal functionals are replaced by hybrids,34 or when
a self-interaction correction is introduced.26,40 The QM/
MM results are more ambiguous and reveal that the fea-
ture at small rO∗O is quite sensitive to the fraction of
exact exchange, diminishing in prominence when BLYP
is replaced by functionals such as B3LYP or PBE0, and
vanishing altogether for the BH&HLYP functional that
contains 50% exact exchange. On the other hand, while
our QM/MM simulations used a very large periodic sim-
ulation cell (1,024 water molecules), the QM region was
limited to OH(H2O)31 and the simulation timescale was
restricted to < 5 ps, because exchange of QM and MM
water molecules in the cybotactic region takes place on
a timescale of only a few picoseconds.39

While the prevailing viewpoint in the literature is that
the hemibonded solvation motif is an artifact, calcula-
tions on small OH(H2O)n clusters suggest that that
hemibonded configurations are needed to explain the
electronic absorption spectrum of OH(aq).41–44 The
band maximum of that spectrum of appears at 230 nm
(5.4 eV),45–50 which constitutes an enormous blueshift

compared to the Ã 2Σ+ ← X̃ 2Π transition of gas-
phase OH, which appears at 307 nm (4.0 eV).51,52 It is
suggested43 that the 230 nm transition does not involve
the Ã 2Σ+ state of the radical at all, but instead arises
due to an intense 1b2(H2O) → 2p( OH) charge-transfer
transition, specifically associated with hemibonded con-
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Figure 1: RDFs for O∗· · ·O, where O∗ denotes the hy-
droxyl oxygen, computed from (a) QM/MM simulations at
T = 300 K using three different functionals, versus (b) peri-
odic aiMD simulations at the PBE0+D3 level, performed at
either T = 310 K or T = 370 K. Data in (a) are from Ref. 39.

figurations. Our QM/MM simulations seemed to confirm
this mechanism.39 In summary, the situation is that scant
attention has been paid to hemibonded configurations in
condensed-phase aiMD simulations, because they were
thought to be artifacts, yet these “artifacts” (or perhaps
rare events or a minority population) seem to be neces-
sary to reproduce the ultraviolet (UV) spectroscopy of
OH(aq).

To further investigate this issue, we performed aiMD
simulations of OH(aq) using periodic DFT, in a unit
cell [OH(H2O)63] that is thought to be large enough to
avoid finite-size artifacts.29,32 One simulation employs
the PBE0+D3 functional at T = 370 K, consistent
with the most recent hybrid DFT aiMD simulations of
OH(aq),35 except that the unit cell is twice as large in
the present work. (Details can be found in Section S1 of
the Supporting Information.) Historically, aiMD sim-
ulations of liquid water using semilocal density func-
tionals have been run at elevated temperature (often
T = 350 K) in order to simulate the properties of the
liquid at T = 298 K, which is an effort to counteract the

fact that the liquid predicted by semilocal functionals
is overstructured and glassy.53 At the PBE0+D3 level,
however, it is not clear that the use of an elevated tem-
perature is warranted,54 so we also performed simula-
tions at T = 310 K. The normal freezing temperature
of PBE0+D3 water has recently been determined to be
T = 268 K,55 so both of our thermodynamic state points
lie within the liquid regime.

Figure 1b compares the O∗· · ·O RDFs obtained these
simulations. RDFs are computed using structures from
the post-equilibration part of the trajectories, sampled
every 50 fs and binned using ∆r = 0.017 Å. RDFs ob-
tained at T = 310 K and T = 370 K are qualitatively
similar, with the main peak at rO∗O = 2.8–2.9 Å as com-
pared to rO∗O = 2.7 Å in QM/MM simulations using
the same functional. The feature at smaller values of
rO∗O that is is typically associated with the hemibond is
absent from the periodic simulation at T = 370 K, consis-
tent with previous simulations at the same temperature
but using a smaller unit cell.35 At T = 310 K, however,
one can just barely observe the appearance of a feature at
rO∗O = 2.2 Å. Even at the higher temperature, the RDF
is not zero at rO∗O = 2.2 Å although there is no distinct
feature prior to the main hydrogen-bonding peak.

To understand the discrepancies between periodic
DFT and periodic QM/MM simulations, we performed a
QM/MM simulation on a large spherical droplet, with a
central OH(H2O)64 region described at the PBE0+D3/
6-31+G* level. The O∗· · ·O RDF from this trajectory
(Fig. S2) resembles the periodic ones in Fig. 1b much
more closely than do the periodic QM/MM results in
Fig. 1a where the QM region is OH(H2O)31. This indi-
cates that finite QM size effects in QM/MM simulations
can have just as significant of an impact as SIE artifacts
or finite unit cell size.

In view of the close association of the small-rO∗O peak
with the hemibond, it is easy to see how one might con-
clude from the T = 370 K data in Fig. 1b that the
hemibond is absent in these simulations, since semilo-
cal functionals such as BLYP produce a much more pro-
nounced feature, closer to the BLYP+D3 result obtained
from QM/MM simulations (Fig. 1a). This leaves open
the possibility that the hemibond could be a rare event
or a transient fluctuation. However, the appearance
of a small-rO∗O feature at lower temperature suggests
that the hemibond instead corresponds to a local mini-
mum on the potential energy surface, i.e., an “inherent
structure”.56 We will return to this issue below.

Kusalik and co-workers32 have suggested that the
hemibonded H2O · · · OH motif is an alternative struc-
ture that lies 2–3 kcal/mol higher in energy than the
hydrogen-bonded structure HOH · · · OH, on the basis of
semilocal DFT simulations using the same OH(H2O)63
simulation cell that is employed here. Calculations on
OH(H2O)7 clusters at the level of second-order Møller-
Plesset perturbation theory (MP2), where SIE is absent,
also support the existence of hemibonded local minima.57

If the hemibonded configurations are indeed rare, and
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Figure 2: Histograms of the total spin charge sOH on the OH moiety, for configurations obtained from periodic PBE0+D3
simulations at (a) T = 370 K and (b) T = 310 K. The charges themselves were computed at the OT-LRC-ωPBE/6-31++G*
level (using ω = 0.398 a−1

0 ), the same level of theory used to determine spin leakage in the previous QM/MM calculations.39

especially if the use of a hybrid functional reduces the
O∗· · ·O distance relative to that obtained using semilo-
cal functionals, then it is easy to see how a distinct hemi-
bonding feature in g(rO∗O) might be hidden beneath
the much larger hydrogen-bonded feature, especially in
warmer water.
To obtain more detail about the local solvation en-

vironment, we computed the probability distribution for
the number of hydrogen bonds (nHB) in the first solvation
shell of the radical (Fig. S3), using standard geometry-
dependent cutoff parameters.39,58 The average value is
〈nHB〉 ≈ 2, including both the hydrogen bonds in which
OH is the donor moiety and also those in which it is the
acceptor; this represents under-coordination relative to
the canonical hydrogen-bonded structure that is shown
in Fig. 1b. This soft first-shell structure is in agreement
with what we previously obtained from QM/MM simula-
tions using the LRC-ωPBE+D3 functional,39 as well as
from periodic simulations using self-interaction-corrected
functionals.26,40

Because of the apparent overlap between features in
g(rO∗O) that represent hydrogen-bonded versus hemi-
bonded configurations of OH(aq), we turn to an elec-
tronic definition of the hemibond based upon spin de-
localization (or “spin leakage”) from the radical to the
first-shell water molecules. We have previously used such
a metric to infer the existence of hemibonded configura-
tions in QM/MM simulations,39 by defining the “spin
charge” sOH to be the sum of Mulliken charges on the
radical, computed using the spin density ρα − ρβ . The
value of sOH can distinguish hemibonding from hydrogen
bonding even if the former is a rare event, because the
hemibond owes its existence to favorable overlap between
the half-occupied O∗(2p) orbital and a lone pair orbital
of a nearby water molecule, leading to spin leakage upon
formation of the 2c–3e bond.
Figure 2 presents one-dimensional probability distribu-

tion for sOH obtained from the periodic DFT trajectories.

In order to make contact with prior QM/MM results,39

where we quantified the values of sOH that corre-
spond to hemibonding, we compute the Mulliken charges
at the “optimally-tuned” (OT)-LRC-ωPBE/6-31++G*
level (as described in the Supporting Information), using
600 structures obtained from the aiMD simulations, each
separated in time by 25 fs. At both simulation temper-
atures, the ensemble of sOH values is peaked just below
1.0, indicating nearly complete localization of the un-
paired spin on the radical, but the distribution exhibits
a long tail stretching to about 0.85 in electron charge
units. This tail arises from spin leakage in certain config-
urations and indicates the presence of some hemibond-
ing. In view of this tail, the existence of some structures
with smaller values of rO∗O (as compared to the canoni-
cal hydrogen-bonded value, rO∗O ≈ 2.8 Å) is unsurpris-
ing; we have previously shown that the O∗· · ·O distance
is inversely correlated with the extent of spin leakage.39

The sOH probability distributions obtained from periodic
PBE0+D3 simulations most closely resemble QM/MM
results using LRC-ωPBE+D3. In those particular QM/
MM simulations, the small-rO∗O feature in g(rO∗O) was
absent, just as it is for the periodic PBE0+D3 simula-
tions reported here.
In addition to questions about structure, there ex-

ists a discussion regarding the origin of the UV spec-
trum of OH(aq).39,41–44 It has been suggested that hemi-
bonded configurations are needed to explain the main
feature in the aqueous-phase spectrum, which appears at
λ ≈ 230 nm45–50 and is therefore significantly shifted rel-
ative to the gas-phase absorption at λ = 307 nm.51,52

The present state of understanding is that the weak
Ã 2Σ+ ← X̃ 2Π transition that is responsible for the
gas-phase spectrum is overwhelmed in solution by a
charge-transfer transition with a much larger oscillator
strength, which is present in hemibonded configurations
(where the O∗· · ·O distance is relatively short) but is
quenched in hydrogen-bonded configurations where rO∗O
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Figure 3: Simulated TD-DFT absorption spectra of OH(aq) at T = 370 K, for an ensemble of structures obtained from a
periodic PBE0+D3 simulation. (a) Comparison of spectra obtained using various functionals (6-31++G* basis set), versus
experimental data corresponding to extinction coefficients measured at 25◦C.50 All spectra are separately normalized to unit
intensity at their respective maxima. (b) OT-LRC-ωPBE spectrum decomposed into separate contributions from from spin-
localized configurations of the radical (sOH > 0.97) versus hemibonded configurations that exhibit spin leakage (sOH ≤ 0.97).

is larger. Even if the hemibond is a minority species,
it may yet have an outsized role in the spectroscopy of
OH(aq).39,42,43

Figure 3a presents absorption spectra of OH(aq) com-
puted using time-dependent (TD-)DFT with three dif-
ferent functionals, for an ensemble of structures ob-
tained from the periodic PBE0+D3 simulations at T =
370 K. These calculations employ the protocol devel-
oped in Ref. 39 and details are provided in the Sup-
porting Information. The three functionals that are used
(BH&HLYP, LRC-ωPBE, and OT-LRC-ωPBE) each af-
ford reasonable results for this system as applied to QM/
MM simulations.39 Figure 3a is plotted in wavelength
units and the corresponding spectra in energy units can
be found in Fig. S4, with band maxima listed in Table S1.

Spectra computed with the LRC-ωPBE and OT-LRC-
ωPBE functionals are in excellent agreement with exper-
iment, both in terms of the bandshape and the position
of λmax. For the OT functional, in particular, the band
maximum differs from experiment by < 0.1 eV, which
is insignificant compared to the effect of vibrations on
the vertical excitation spectrum.59 (These are described
here by means of classical sampling.) Such a difference
is also small in comparison to typical basis-set effects in
TD-DFT excitation energies.60 The band maximum of
the spectrum computed with LRC-ωPBE is redshifted
by 0.25 eV with respect to experiment but overall is still
a reasonable match, whereas the TD-BH&HLYP result is
significantly blue-shifted (by 0.6 eV). This is not unusual
for functionals that contain such a large fraction of exact
exchange.61

The use of long-range corrected (LRC) functionals in
aqueous-phase TD-DFT calculations is necessary in or-
der to avoid contamination of the spectrum by a plethora
of spurious, low-energy charge-transfer states.62–65 The

presence of such states drives adds considerably to the
cost of the calculation but can also impact lineshapes,
via spurious intensity borrowing.62 Functionals such as
BH&HLYP with a larger-than-normal fraction of exact
exchange have also been used to avoid this problem,66

but they also tend to overestimate valence excitation en-
ergies, which are pushed closer to the Hartree-Fock limit.
(In that limit, excitation energies are overestimated by
0.8 eV or more, on average.61) LRC functionals also have
a tendency to overestimate valence excitation energies, as
compared to functionals such as B3LYP or PBE0 with
20–25% exact exchange, although the overestimation is
less severe than it is with BH&HLYP.61 These are general
observations based on benchmark statistical assessments,
but they hold perfectly for the present system.

To investigate the specific role of hemibonded config-
urations in the absorption spectrum of OH(aq), we will
ultimately partition the spectrum into separate contri-
butions from hemibonded and non-hemibonded configu-
rations, according to the value of sOH. As a prelude to
that analysis, we first examine joint probability distribu-
tions of sOH with rO∗O and with maxn{f0,n}, meaning
the maximum oscillator strength f0,n that is obtained for
any of the |0〉 → |n〉 transitions in the low-energy part of
the TD-DFT spectrum. These joint probability distribu-
tions are plotted in Fig. 4 and allow us to choose a cutoff
value of sOH for use in the spectral decomposition.

The joint probability distribution in (sOH,max{f0,n})
is depicted in Fig. 4a for the trajectory at T = 370 K.
The main feature appears at sOH ≈ 1.0, indicating spin
localization and thus hydrogen bonding. That said, the
long tail in the distribution of sOH is associated with the
largest oscillator strengths in the TD-DFT calculations.
Values of sOH and maxn{f0,n} are anti-correlated, with
oscillator strengths in the tail of the sOH distribution that
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are 4–5× larger than those obtained for hydrogen-bonded
configurations.

Figure 4b shows the joint probability distribution in
(sOH, rO∗O), where rO∗O is the distance from O∗ to the
nearest water oxygen. Values rO∗O < 2.5 Å are expected
for hemibonded configurations and these smaller values
do indeed correlate with spin leakage, as measured by
sOH. Based on these joint probability distributions we
selected a cutoff value of sOH = 0.97 to define the hemi-
bonded configurations. The distribution in Fig. 4b shows
that this electronic definition of the hemibond comports
with a geometric definition based on rO∗O. Figures S5
and S6 examine one- and two-coordinate probability dis-
tributions for the geometric parameters that have pre-
viously been used to define the hemibond (rO∗O and
two angles).39,43 One-dimensional probability distribu-
tions (Fig. S5) are similar to what we obtained in QM/
MM simulations using the LRC-ωPBE functional, and
the joint probability distributions (Fig. S6) demonstrate
that geometric definitions of the hemibond agree with
the electronic definition based on sOH. In other words, a
hemibond in the traditional sense was present all along
in periodic aiMD simulations based on hybrid function-
als, but was been overlooked because it does not give
rise to the distinct feature in g(rO∗O) that has previ-
ously been assumed to be the hallmark of hemibonded
OH(aq). From QM/MM simulations using a variety of
density functionals, we know that the average O∗· · ·O

distance associated with hemibonding shifts to slightly
larger values of rO∗O as the fraction of exact exchange is
increased (Table S2). This is how the hemibonded radi-
cal manages to hide beneath the larger hydrogen-bonded
feature in the RDF, in aiMD simulations using hybrid
functionals.

Of the snapshots used to generate the absorption spec-
tra in Fig. 3a, only 25% satisfy the criterion sOH ≤ 0.97.
This minority population cannot be ignored when it
comes to the UV spectroscopy, however, as it supports an
intense 1b2(H2O) → 2p( OH) charge-transfer transition.
As a result, the 25% population of hemibonded radicals
contributes about equally to the absorption spectrum
alongside the 75% of spin-localized configurations, as
shown in the spectral decomposition presented in Fig. 3b.
The disproportionate contribution from hemibonded con-
figurations is a direct result of the 4–5× larger oscillator
strengths associated with these geometries, which can be
seen clearly in Fig. S7 where the total oscillator strength
is partitioned according to sOH. Whereas the decom-
position in Fig. 3b is weighted by population, Fig. S7
makes it clear that the overwhelming majority of the in-
tegrated oscillator strength comes from hemibonded con-
figurations.

To investigate whether the hemibonded structures in
the periodic PBE0+D3 simulations represent transient
fluctuations or genuine inherent structures, we selected
several snapshots from different parts of the sOH distri-
bution and then quenched (optimized) these structures in
non-periodic calculations, including all water molecules
within 5.5 Å around the radical and using dielectric con-
tinuum boundary conditions.67 Results of PBE0+D3/
6-31G* optimizations (Figs. S8 and S9) do not suggest
any consistent outcome to these quenches; configurations
that start off hemibonded (sOH < 0.95) sometimes spin-
localize upon optimization, but in other cases structures
that are not initially hemibonded begin to exhibit spin
leakage upon optimization. This suggests that there are
indeed local minima that correspond to hemibonded sol-
vation motifs at the PBE0+D3 level of theory.

To ascertain whether these hemibonded minima might
simply be SIE artifacts, additional cluster optimizations
with larger QM regions were performed at the MP2/
6-31G* level (Fig. S10), including all water molecules
within 7.2 Å of the radical. In all cases where the start-
ing geometry exhibits a hemibond, the Hartree-Fock spin
density fully localizes onto the hydroxyl moiety upon
MP2 optimization, suggesting that the spin delocaliza-
tion is indeed an artifact. Closer examination reveals that
the hemibonded water moves slightly farther away from
the radical upon MP2 structural relaxation (Fig. S11a),
yet maintains a pseudo-hemibond configuration, by which
we mean that an exposed O∗· · ·O facet persists with
no intervening hydrogen bond. The O∗· · ·O distance in
these pseudo-hemibonded structures is larger than what
is traditionally associated with a hemibond, and there
is no spin delocalization. The latter observation makes
sense in view of the decreased orbital overlap at larger
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distance.

Having suggested that spin-delocalized DFT hemi-
bonds play an important role in rationalizing the experi-
mental UV spectrum, what does this new observation of
spin-localization at the MP2 level say about the UV spec-
troscopy of OH(aq)? To answer this question, we turn
to hemibonded dimer and pentamer cluster models for
which we have computed absorption spectra by varying
the distance between the hydroxyl moiety and the neigh-
boring water molecules, leaving the exposed O∗· · ·O facet
in place. The evolution of various properties as a function
of rO∗O is shown in Tables S3 and Table S4. The spin
charge rapidly localizes onto the radical as the O∗· · ·O
distance increases, yet the most intense feature in the
electronic spectrum remains a charge-transfer transition
from the water molecule that is pseudo-hemibonded to
the radical, even for rO∗O = 3.4 Å where spin localiza-
tion is complete. The presence of several additional water
molecules in the case of OH(H2O)4 does not alter this
observation.

Finally, we computed TD-DFT absorption spectra
along the MP2 geometry relaxation pathways that were
discussed above, in order to observe how gradual spin-
localization affects the UV spectrum; see Fig. S12. As in
the dimer and pentamer models, the most intense tran-
sition remains the 1b2(H2O) → 2p( OH) charge-transfer
transition, even for O∗· · ·O distances large enough to
engender complete spin localization. (Representative
attachment and detachment densities for this charge-
transfer transition are shown in Fig. S13.) Although
the intensity of this feature is reduced as the spin lo-
calizes onto the OH moiety, spectra computed at non-
hemibonded configurations do not exhibit any compara-
ble transition in the region where the experimental λmax

for OH(aq) appears; see Fig. S14.

We take this to mean that although no spin-delocalized
hemibond seems to exist for OH(aq) at the MP2 level (in
any sense that Pauling would likely recognize as such),1

any transient fluctuation into a pseudo-hemibonded
HO · · ·OH2 geometry exhibits a 1b2(H2O) → 2p( OH)
excitation consistent with the experimental UV spec-
trum of OH(aq), even for O∗· · ·O distances considerably
larger than those typically associated with hemibonding.
Shorter O∗· · ·O distances may be stabilized by SIE but
this is not required to obtain the 1b2(H2O) → 2p( OH)
charge-transfer transition. In hindsight, a significant
fraction of the snapshots tagged as “non-hemibonded”
(based on a spin-charge cutoff) in the spectral decompo-
sition of Fig. 3b could likely be categorized as pseudo-
hemibonded.

In summary, careful analysis of periodic PBE0+D3
simulations of OH(aq) upends the conventional view
that hemibonding disappears when hybrid functionals
are employed. A distinctive feature in g(rO∗O) does in-
deed disappear in warmer water, only to re-emerge upon
cooling to T = 310 K, but hemibonded configurations
persist even at T = 370 K, hiding in plain sight be-
neath a much larger hydrogen-bonded feature in g(rO∗O).

Structural quenches of the periodic PBE0+D3 trajecto-
ries suggest that the hemibond is an inherent structure at
this level of theory. When the same structures are relaxed
at the (SIE-free) MP2 level of theory, the unpaired spin
localizes on the hydroxyl moiety and thus the traditional
2c–3e hemibond disappears, yet a “pseudo-hemibond”
persists, characterized by an O∗· · ·O close-contact with
no hydrogen bond. This appears to be enough to fa-
cilitate an intense 1b2(H2O) → 2p( OH) charge-transfer
transition at an excitation energy that is consistent with
the experimental UV spectrum of OH(aq). No excita-
tion energies consistent with experiment can be found in
hydrogen-bonded geometries.

A broader implication of this work is that it adds to
the understanding that spin delocalization from a radi-
cal to its surroundings need not disappear when standard
hybrid functionals with 20–25% exact exchange are em-
ployed. This has implications for the description of un-
paired spins in other contexts, e.g., polarons in solid-state
semiconductors, where (de)localization of charge carri-
ers or other spin defects is sensitive to the fraction of
exact exchange.68–75 It is sometimes assumed that func-
tionals such as B3LYP or PBE0 will localize a hole, but
that assumption has been demonstrated to fail in some
cases,69–72 as it does for OH(aq).
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