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Hydrous iridium oxides (IrOx) are the best oxygen evolution electrocatalysts available for 

operation in acidic environments. In this study, we employ time-resolved operando 

spectroelectrochemistry to investigate the redox states kinetics of IrOx electrocatalyst films for both 

water and hydrogen peroxide oxidation. Three different redox species involving Ir3+, Ir4+ and Ir4.x are 

identified spectroscopically and their concentrations are quantified as a function of applied potential. 

The generation of Ir4.x+ states is found to be the potential determining step for catalytic water oxidation, 

whilst H2O2 oxidation is observed to be driven by the generation of Ir4+
 states. The reaction kinetics for 

water oxidation, determined from the optical signal decays at open circuit, accelerate from ~ 20 s to < 

0.5 s with increasing applied potential above 1.3V vs. RHE (i.e. TOFs per active Ir state increasing from 

0.05 to 2 s-1). In contrast, the reaction kinetics for H2O2 are found to be almost independent of the applied 

potential (increasing from 0.1-0.3 s-1 over a wider potential window), indicative of a first order reaction 

mechanism. These spectroelectrochemical data quantify the increase of both the density of active Ir4.x+ 

states and the TOFs of these states with applied positive potential, resulting in the observed sharp turn 

on of catalytic water oxidation current. We reconcile these data with the broader literature while 

providing a new kinetic insight into IrOx electrocatalytic reaction mechanisms, indicating a first order 

reaction mechanism for H2O2 oxidation driven by Ir4+ states, and a higher order reaction mechanism 

involving the co-operative interaction of multiple Ir4.x+ states for water oxidation. 

 

Introduction 

Iridium-based oxides exhibit state-of-the-art activity and stability for the oxygen evolution 

reaction (OER), the step that limits the efficiency of emerging technologies such as proton-exchange 

membrane (PEM) electrolysers that convert renewable electricity into chemicals or fuels.1  In fact, 

iridium-based oxides are the only stable material with the ability to catalyse O2 evolution under the acid 

conditions of PEM electrolysers.1-10 To overcome the scalability issues related to the scarcity of 

iridium,11-13 researchers have focused on improving the OER activity of these materials per iridium atom, 

developing more porous and amorphous materials such as hydrous iridium oxides (IrOx).6, 14-20 These 

IrOx materials reach higher OER activities per mass of iridium than crystalline IrO2, but have lower 

stability.16, 21 The activity of IrOx, however, is difficult to understand because of their highly disordered 

structure and their complex redox chemistry. For instance, atom probe tomography and 

electrochemistry-mass spectrometry measurements have recently revealed that more than just the 

surface and single metal atoms are involved in redox reactions in OER electrocatalysts, but the 



relationship between redox states and states driving water oxidation remains elusive.22-27 In this context, 

operando techniques are a unique way to probe the redox states accumulated under catalytic 

conditions. Herein, we investigate IrOx with time-resolved spectroelectrochemical methods, which we 

use to probe the different redox states of IrOx involved in OER and the OER reaction kinetics. 

Several different experimental and theoretical tools have been used to investigate the redox 

transitions and active sites for water oxidation on IrOx. Density functional theory studies on IrO2(110) 

surfaces have proposed that the Ir centre is the active site, and binds oxygen relatively strongly, making 

the third proton-electron transfer step in the catalytic cycle rate limiting for water oxidation (i.e. *OCUS + 

H2O → *OOHCUS + H+ + e-, where * denotes an adsorbed reaction intermediate and CUS is a 

coordinatively unsaturated active site).28-31 Electrochemically, multiple redox peaks are detected prior 

to the onset of water oxidation catalysis, indicative of the presence of several redox transitions in IrOx. 

Techniques such as X-ray,32, 33 Ultraviolet-Visible (UV-Vis) absorption,28-31 and Raman34-36 

spectroscopies have facilitated the identification of IrOx species at different applied potentials under 

steady-state conditions. Raman spectroscopy on hydrous IrOx have pointed to oxidation of Ir3+ centres 

to Ir4+ in the pre-catalytic potential range of 0.8-1.1V vs. RHE associated with deprotonation of hydroxyl 

groups.33 This observation is consistent with single crystal studies on IrO2(110) in 0.1M KOH, where a 

redox peak at ~0.9V vs. RHE was assigned on the basis of DFT calculations to the adsorption of a 

hydroxyl group on an Ir centre (*OHCUS) which was then deprotonated to form oxo (*OCUS) at higher 

potentials. Similarly, crystal truncation rod analysis combined with DFT on the isostructural, rutile 

RuO2(110) electrocatalyst have shown that the redox features at  ~0.75V vs. RHE and ~1.2V vs. RHE 

lead to deprotonation of adsorbed water on the coordinatively unsaturated Ru site (*OH2 CUS) and *OH 

on the bridging Ru sites.29, 37-43  However, the redox processes occurring on IrOx at more positive 

potentials, where O2 evolution takes place are widely contested. While some authors have suggested 

further oxidation of the Ir centre to higher-oxidised redox states (>4+),26, 44, 45 recent studies based on 

X-ray absorption spectroscopy suggest the formation of holes on surface oxo groups. 34, 46-48 In these 

steady-state spectroscopic measurements, however, it is not possible to quantify the concentration of 

active species present, to determine if they contribute to the OER reaction and to measure their reaction 

kinetics. This is especially important considering recent studies which have demonstrated the role of 

coverage of active species in determining the kinetics of water oxidation on IrOx.26, 44, 45Using X-ray 

absorption and DFT calculations, the authors demonstrated that increasing potential increases the 

density of oxidized species (*OCUS), which can lower the activation energy for chemical O-O bond 

formation, the proposed rate-determining step, due to long-range interaction between adsorbates.22-27 

In addition to the water oxidation kinetics, the definition of intrinsic activity, computed as a turnover 

frequency (TOF), relies on an accurate determination of the number of active sites or states. Commonly 

used activity metrics, such as gravimetric current density or specific current density normalized to the 

surface area,37, 49 are not accurate in highly disordered materials like IrOx because of the difficulty to 

measure the real surface area, the presence of undercoordinated iridium atoms, and the potential 

participation of bulk iridium. Therefore, the activity of IrOx can instead be directly related to the reaction 

rate of its redox states, their accumulation operando, and how these depend on the applied potential, 

topics which are the focus of this study.  

By combining time-resolved spectroscopy and electrochemistry (TR SEC), we identify three 

redox transitions in IrOx as a function of potential and quantify the concentration of the resulting redox 

states. This spectroelectrochemical approach has been successfully applied to investigate density of 

oxidized states on Ni-based electrocatalysts in alkaline solution and hematite photoelectrodes,26, 44, 45 

but its application to IrOx is particularly challenging because of its multiple redox states. In this work, we 



investigate electrodeposited IrOx in 0.1M HClO4 aqueous solution at pH 1.2. Spectroelectrochemical 

measurements are complemented by signal deconvolution methods and measurements of the optical 

signal lifetime after turning the applied potential off. The lifetimes and turn over frequency derived using 

this approach employ experimentally measured densities of redox states, and so do not rely on 

assumptions about the theoretical density of active sites. As such these studies enable direct 

measurement of intrinsic water oxidation kinetics of IrOx redox states, and thus provide a unique insight 

into the kinetics of electrochemical water oxidation in hydrous iridium oxide electrocatalysts. 

 

Materials and Methods 

Electrodeposition of IrOx 

A solution of iridium salt was prepared by dissolving 0.2mmol of Ir3+Cl3 hydrate (Fluorochem) 

and 2mmol of oxalic acid dehydrate (Sigma Aldrich) in 30mL of water. The pH was adjusted to 10 with 

~5mmol of Na2CO3 (Sigma Aldrich, ReagentPlus® ≥99.0%), making the solution turn from yellow to 

green. The volume of the solution was increased to 50mL by adding more water. The solution was left 

to rest for 4 days at 35ºC (the changes in its UV-Vis absorption are shown in Figure S0) and then stored 

in the  refrigerator at 4ºC. The electrodeposition of IrOx from this iridium solution was done by soaking 

a clean FTO on a glass substrate (~1cm2) and applying a current of 35µA for ~1000s. Polyimide tape 

was attached on the FTO surface to limit the surface of the IrOx to ~1·1cm2. This preparation procedure 

is similar to that in the literature.50, 51 

Scanning Electron Microscopy images of the resulting films were taken on a LEO GEMINI 1525 

microscope using a 5 keV electron beam. Note that no conductive coating was required. X ray 

photoelectron spectroscopy measurements were performed on a Thermo Scientific K-alpha+ 

instrument using Al Kα (hv = 1486.6 eV). The spectra are referenced against the adventitious carbon 

peak at 284.4 eV. Data was analysed using the CASA XPS package based on fitting parameters in 

references.37, 49 

 

Spectroelectrochemistry 

Spectroelectrochemistry (SEC) measurements consisted in probing the absorbance of a 

sample with an Agilent Technologies Cary 60 UV-Vis spectrometer under different applied potential. 

The potential was controlled with a Metrohm Autolab PGSTAT101 potentiostat and applied between a 

platinum mesh (i.e. the counter electrode) and the sample (i.e. the working electrode). The potential at 

the working electrode was measured with respect to an Ag/AgCl reference electrode saturated with 

KCl. The absorption was recorded after applying the corresponding potential for ~5 minutes until the 

current was stable. Each spectrum was measured at least two times until it reached a steady state. The 

same results were also obtained using an alternative home-built setup integrated by an OceanOptics 

HL-2000-FHSA halogen light source and a OceanOptics Maya2000Pro spectrometer. 

All the potentials are reported versus RHE and were iRu corrected. The potentials versus 

Ag/AgCl saturated with KCl (EAg/AgCl) were calibrated against RHE and converted into potentials vs. 

RHE (ERHE) as follows:  

 

Equation I  𝐸𝑅𝐻𝐸 = 𝐸𝐴𝑔/𝐴𝑔𝐶𝑙 + 𝐸𝐴𝑔/𝐴𝑔𝐶𝑙
0 +

2.30 · 𝑅 · 𝑇

𝑧 · 𝐹
· 𝑝𝐻

=  𝐸𝐴𝑔/𝐴𝑔𝐶𝑙 + 0.197 + 0.059 · 𝑝𝐻 = 𝐸𝐴𝑔/𝐴𝑔𝐶𝑙 + 0.2678 



 

 

Where R is the ideal gas constant (8.314 J·mol-1·K-1), T is the temperature (298K), F is the Faraday 

constant (96485 C/mol electrons), z is the number of electrons transferred (1 mol electrons), and 

EAg/AgCl
0 is the standard potential of the Ag/AgCl reference electrode saturated with KCl which has been 

calibrated versus RHE. The pH used is 1.2. 

All the potentials were corrected by subtracting i·Ru, where i is the current measured at the 

corresponding potential and Ru is the uncompensated resistance The resistance Ru (~35Ω) was 

calculated by fitting electrochemical impedance data in the 0.1-1Hz range with the Randles circuit 

model. 

 

Step-Potential Spectroelectrochemistry 

In the step-potential spectroelectrochemistry measurements (SP-SEC), the absorption was 

probed during potential cycles consisting of two steps, as represented in Schemes 1 and S1. The 

potential was controlled with a PalmSens3 potentiostat. In parallel, the probe light was produced with a 

100 W Bentham tungsten lamp, and its wavelength was selected with two Horiba Scientific OBB 

monochromators placed before and after the sample. Additionally, a long-pass filter regulated by a 

mechanical colour wheel (FW101C Thorlabs) stood between the sample and the second 

monochromator. The probe light was detected by a silicon PIN photodiode (Hamamatsu S3071) and 

filtered by an optical transient amplifier (Costronics 2004). Finally, both the electrical and optical signals 

were processed with a digital phosphor oscilloscope (Tektronix DPO 3012) and a DAQ (National 

Instruments X Series Multifunction). In the SP-SEC measurements, the electrochemical cell and 

electrodes used were the same as in the spectroelectrochemical experiments described above. This is 

the procedure followed in the experiments shown in Figures 4, 6, S2 and S5. 

 

Data Analysis and deconvolution 

The spectroelectrochemical model data was generated in Matlab R2019a with Equations 1-6, 

and it was optimised in the same program with the global minimisation tool GlobalSearch and the solver 

fmincon. These tools were set to find the minimum difference between the model and the real data, 

starting with a set of 200 initial trial points and examining a total of 1000 trial points, each point consisting 

of a different combination of values for the variables A, µ and σ (Equation 6). One, two and three 

absorption contributions (Equation 1) were considered in the deconvolution of each data set, keeping 

the assumption that yielded the smallest error (Figures S2B and S8B). Finally, Lorentzian distributions 

were tried to model the concentration changes over potential (Equation 3), but Gaussian distributions 

were a better fit in all the cases. 

The kinetics decays in Figures 4 and 5B were smoothed with a Savitzky–Golay filter, using 

polynomial order 2 applied to window of 50-500 points. To derive the lifetimes τ, the optical signal 

decays were normalised and fit with a linear regression between 0 and 25% intensity decay. 

Equation II      ∆𝐴 = 𝑘 · 𝑡 + 𝑐 

Equation III      𝜏 = 1 𝑘⁄  



Where ΔA is the experimental differential absorption, t is time, k and c are fit constants, and τ is the 

lifetime calculated from k. 

 

Results 

Hydrous iridium oxide films (IrOx) were prepared by electrodeposition following a well-

established procedure.50, 51 The films were electrodeposited on an FTO substrate by soaking the FTO 

in an aqueous solution with 4mM IrCl3 (see SI for the details on the preparation and content of the 

solution), and by keeping a constant current of 35µA for ~1000s. The resulting films consisted of 

amorphous IrOx particles of a few micrometres in size, as supported by SEM (Figure 1A) and XPS 

(Figure S1A) data. The cyclic voltammetry of the IrOx films, shown in Figure 1B, features three different 

redox transitions, which are considered to result from three different oxidative transitions. Two distinct 

redox peaks are observed at ~0.95V and, less pronounced, ~1.25V vs. RHE (iRu corrected). The relative 

size of the peaks is likely to be related to the starting state of the sample and the scanning rate. At a 

starting potential of ~1.45V, the current increases exponentially, similar to state-of-the-art porous IrOx 

electrocatalysts (Figure S1B) and is related to the OER electrocatalysis. The anodic component of the 

final redox transition is masked by the OER current, but a cathodic redox peak is visible at ~1.45V vs. 

RHE. These multiple redox transitions and their overlap illustrates the complexity of the redox chemistry 

on IrOx surfaces. Notably, the OER current density is comparable to previous reports on amorphous 

IrOx films.15, 18, 20 

 

Figure 1. (A) SEM images of IrOx on FTO. (B) Cyclic voltammetry of an IrOx film electrodeposited on FTO. 

Measurements were made d 0.1M HClO4 aqueous solution at pH 1.2, with a scan rate of 10mV/s and starting at 

~0.78V vs. RHE (iRu corrected).  

 

To better identify the redox transitions of IrOx in the cyclic voltammetry above, we measured 

the absorption of IrOx films as a function of potential in 0.1M HClO4 aqueous solution at pH 1.2. The 

absorption was first measured at 0.66 V vs. RHE, below the open circuit potential of the pristine sample 

(~0.8V vs. RHE) and was subsequently monitored at increasingly oxidising applied potentials until 
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1.52V vs. RHE, which is within the oxygen evolution regime. In this potential range, differential 

absorption spectra were calculated relative to the absorption at 0.66V vs. RHE. Broad absorption 

changes were observed across the visible range (Figure 2A): a band at 600 nm dominated the 

differential spectrum at low oxidation potentials, and two new features at 800 nm and 480 nm appeared 

above 1.11V and 1.36V vs. RHE respectively (Figure 2B). These optical changes coincide with the 

redox transitions detected in the potential range from ~0.66 V vs RHE to 1.52 V vs RHE in the cyclic 

voltammetry (Figure 1). In contrast, the bare FTO substrate did not show any optical change in the 

same potential range (Figure S2). These results therefore show that the three redox transitions above 

the open circuit potential have characteristic absorption signals, similar to the electrochromism of other 

IrOx films reported in the same potential range.28, 29, 41, 50, 52, 53 Below, we go one step further, 

deconvolving these absorption trends to quantitatively analyse the concentrations of the different redox 

states involved, a useful approach to circumvent the overlap between redox and catalytic processes. 

 

 

Figure 2. Absorption changes of IrOx upon applying an oxidative potential in 0.1M HClO4 aqueous solution at pH 

1.2. Absorption changes calculated with respect to (A) 0.66V, and (B) 0.66V (bottom), 1.11V (middle), and 1.36V 

(top) vs. RHE, (iRu corrected). Spectra were measured every 50mV. 

 

To investigate individual redox transitions of IrOx, we deconvoluted the absorption changes 

detected in Figure 2 as a function of potential into the corresponding redox states, and the concentration 

of these redox states as a function of potential. Model data ΔAfit(E,λ) was built by making four 

approximations, where ΔA is the absorption difference as a function of the potential E and the 

wavelength λ. First, taking into account the data above, we assumed three different contributions Ai(E,λ) 

to the absorption (Equation 1), where i is the redox transition number. Assuming fewer than three 

contributions was not enough to describe the experimental data accurately. Second, following the 

Lambert-Beer law, the absorption changes were considered linearly proportional to the concentration 

of the redox state formed at each transition (Equation 2), Ci(E). Third, the concentration of the redox 

state formed at each potential was approximated as a Gaussian distribution over potential (Equation 

3), which is expected to be a good representation of capacitive redox transitions but a less accurate 

approximation for the onset of catalytic and Faradaic processes. Fourth, the differential absorption 

coefficients εi(λ) were calculated from the experimental absorption at three different potentials following 
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Equations 1-2 (Equations 4-6). The model data was fit to the experimental data by adjusting the centre 

(µ), width (σ) and amplitude (A) of the Gaussian distributions (A·Gaussian(µ,σ)), corresponding to the 

concentration changes over potential of each redox state. The process of fitting sought to minimise the 

difference between the experimental and the model data (|ΔAreal(E,λ)- ΔAfit(E,λ)|) across all the 

wavelengths and potentials (see SI for more details on the optimisation method). As a result, this 

procedure allowed separating the contributions to the absorption of the three different redox transitions 

with a minimal error (Figure S3). 

 

Equation 1 

 

Equation 2 

 

Equation 3 

 

Equation 4 

 

Equation 5 

 

Equation 6 

 

As a result of the deconvolution described above, the differential absorption coefficients and 

the concentration distributions of redox states were obtained for each redox transition (Figure 3A). From 

these results, it becomes clear that the maximum concentration change of the three redox states 

resulting from the different redox transitions takes place at ~0.9V, ~1.3V and ~1.5V vs. RHE (iRu 

corrected), and have characteristic differential absorptions at 600, 800 and 460 nm respectively. This 

evidence is in agreement with the dark-blue coloration reported for IrOx at 0.8-1.3V vs. RHE, which is 

independent of pH and has little current-voltage hysteresis.41, 52, 53 These optical transitions have 

traditionally been assigned to an intervalence charge transfer within the iridium d orbitals derived from 

the oxidation of Ir3+ to Ir4+ resulting from deprotonation of hydroxyl groups coordinated to the Ir centre 

(*OH) yielding oxo groups (*O) (Scheme 1).28, 29, 40, 41, 52, 54, 55 Recent evidence in IrOx suggests that the 

redox transitions below the potential range where the electrocatalytic current starts increasing are due 

to the oxidation of Ir3+ to Ir4+ in different steps.33, 56 In parallel, it has been shown that molecular iridium 

dimers can form stable redox states including both Ir3+ and Ir4+ or Ir4+ and Ir5+ that have characteristic 

absorption features in the visible range.30 This evidence is compatible with our observation of two redox 

transitions with different absorption spectra between the starting open circuit potential and potentials 

when the electrocatalytic current starts increasing (detected in the CV in Figure 1 and represented more 

precisely in Figure 3A), which are then assigned to the oxidation of Ir3+ into Ir4+ in two steps. Redox 

transition 3 is then assigned to the oxidation of Ir4+, most likely leading to the formation of oxidised 

oxygen species.6, 15, 20, 37, 42, 43 Therefore, we denotate Ir(3+) the starting state of the material, Ir(3.x+) 

𝛥𝐴𝑓𝑖𝑡(𝐸, 𝜆) = 𝐴1(𝐸, 𝜆) + 𝐴2(𝐸, 𝜆) + 𝐴3(𝐸, 𝜆) 

𝐶𝑖(𝐸) = ∫ (
d𝐶

d𝐸
)

𝐸

0.55

d𝐸 = ∫ 𝐴 · 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝜇, 𝜎) d𝐸
𝐸

0.55

 

𝐴𝑖(𝐸, 𝜆) = 𝐶𝑖(𝐸) · 𝜀𝑖(𝜆) 

𝜀1(𝜆) =
𝛥𝐴𝑟𝑒𝑎𝑙(0.8𝑉, 𝜆)

𝐶1(0.8𝑉)
 

𝜀2(𝜆) =
𝛥𝐴𝑟𝑒𝑎𝑙(1𝑉, 𝜆) − 𝐶1(1𝑉) · 𝜀1(𝜆)

𝐶2(1𝑉)
 

𝜀3(𝜆) =
𝛥𝐴𝑟𝑒𝑎𝑙(1.5𝑉, 𝜆) − 𝐶1(01.5𝑉) · 𝜀1(𝜆) − 𝐶2(1.5𝑉) · 𝜀2(𝜆)

𝐶3(1.5𝑉)
 



the redox state resulting from the redox transition 1, Ir(4+) the redox state from the redox transition 2, 

and Ir(4.x+) the redox state from redox transition 3, as illustrated in Scheme 1. This terminology aims 

at representing the iridium oxidation numbers present at each redox state, but not their exact 

stoichiometry;57 we use it from here onwards to refer to the four redox states. 

Figure 3. (A) Change in the concentration of redox states over potential in contrast with the steady state current 

under constant applied potential, and (B) differential absorption coefficients corresponding to the deconvolution 

and calibration of the three redox transitions fit to the spectroelectrochemical data in Figure 2. 

Scheme 1. Role and kinetics of the IrOx redox states in the OER mechanism, as detected in this work and 

compared to the literature.28, 29, 31-34, 37-39, 41-43, 58-61 The abbreviations of the techniques stand for: CV = cyclic 

voltammetry, DFT = density functional theory, XANES = X-ray absorption near edge structure, Echem = 

electrochemistry, XPS = X-ray photoelectron spectroscopy, XAS = X-ray absorption spectroscopy, SEC = 

spectroelectrochemistry, TR SEC = time-resolved spectroelectrochemistry; pamb. = ambient pressure, UPS = 

ultraviolet photoelectron spectroscopy. The oxidation number of iridium is indicated in green, the maximum 

absorption wavelength is written in blue, and adsorbed species are identified with *, with the subscript CUS and 

BRIDGE indicating whether they are adsorbed at a coordinatively unsaturated site or in the bridging position. 
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Because the concentrations and differential absorption coefficients derived from the previous 

deconvolution have arbitrary units, these parameters were calibrated with the experimental values of 

ε1(600nm), ε2(800nm) and ε3(460nm), as shown in Figure 3B. These differential absorption coefficients 

were estimated from a combination of pulse voltammetry and transient absorption measurements at 

potentials where only one redox transition takes place. To quantify the change in the concentration of 

states over potential, pulse voltammetry measurements were performed during potential cycles where 

two potentials with a difference of 50mV were applied in consecutive steps of 5s and 8s (Scheme S1). 

When changing the applied potential, the current peaks and, after ~1s, stabilises (Figure S5A). This 

current spike is assumed to be mostly due to the oxidation and reduction of states in IrOx. In the case 

of the third redox transition, which occurs in parallel to OER, the electrochemical oxidation is assumed 

to be faster than the catalytic OER, as verified later with kinetic measurements. Therefore, we integrated 

the current spike over time, having subtracted the steady-state current, in order to estimate the moles 

of redox states formed at each potential interval. For each redox transition, we measured the extracted 

charges at potential intervals around 0.9V, 1.2V and 1.5V where we expect the charges to derive only 

from redox transitions 1, 2 and 3 respectively, as deduced from Figure 3A. To calculate the differential 

absorption coefficients of the redox states formed at each redox transition, the deconvoluted 

absorptions changes at the maximum absorption wavelength (600, 800 and 460nm for the redox 

transitions 1, 2 and 3 respectively, Figure S4) were plotted against the moles of extracted charges 

removed from the film for each redox transition (Figures S4B-D). The slope of the linear regression was 

taken as the differential absorption coefficient (εi(λmax.) in Equation 2), corresponding to the differential 

absorption change per one-electron oxidation during each redox transition. Having calculated 

ε1(600nm), ε2(800nm) and ε3(460nm), the differential absorption coefficients and the concentration 

changes over potential were calibrated accordingly in Figure 3A-B following Equation 2. It is apparent 

from Figure 3A that the area below the concentration distributions, resulting from one-electron 

oxidations, is similar in redox transitions 1 and 2, and larger than in redox transition 3. This indicates 

that the 3rd redox transition involves smaller amount of charges than the previous ones, which is 

probably related to either an incomplete oxidation process or to a relatively smaller concentration of the 

resulting redox state compared to less-oxidised redox states. 

 

 

 

 

 

 

 

 

 

Figure 4. Transient current and absorption difference ΔA at 800 nm of IrOx in one potential step between OCP 

(when the potential off) and an applied potential of 1.51V vs. RHE in a SP-SEC measurement. 

 

0 2 4 6 8 10 12

0.0

0.1

0.2

0.3

0.4

C
u
rr

e
n
t 
(m

A
/c

m
2

g
e

o
m

e
tr

ic
)

Time (s)

Potential on

En = 1.51 V

Potential off

0

2

4

6

8

m
D

A
 a

t 
8
0
0
 n

m



Once the potential and absorption of the different redox states have been identified and 

assigned, we move on to investigate their reaction kinetics. With this goal, we measured the decay of 

the optical signal after turning the applied potential off in the same 0.1M HClO4 aqueous solution at pH 

1.2. These measurements, which we denotate as step-potential spectroelectrochemistry (SP-SEC), 

consisted of regular two-step cycles, where the potential was applied for 5s and was turned off for 8s. 

During these potential cycles, the current and absorption changes were measured simultaneously as 

exemplified in Figure 4. The maximum absorption after applying a potential En for 4s at different 

wavelengths and potentials is shown in Figure 5A. A significant absorption change between En and 

OCP was only detected at En>~1V vs. RHE (iRu corrected), consistent with the fact that the resting OCP 

in these SP-SEC measurements after turning the potential off was around 1V vs. RHE. Under a constant 

applied potential, the absorption stabilised within 1-2s (Figure 4). After 4s, the differential spectrum of 

IrOx mostly corresponds to the absorption changes associated to the redox transition 2 and the redox 

transition 3 (Figure 5A in green and orange). Therefore, the absorption change upon applying a potential 

from OCP must be related to the oxidations Ir(3.x+)→Ir(4+) (redox transition 2) and Ir(4+)→Ir(4.x+) 

(redox transition 3). In parallel, the absence of the characteristic absorption features of the oxidation 

Ir(3.x+)→Ir(4+) (redox transition 1) is in agreement with the resting OCP of ~1V vs. RHE, which is above 

the redox peak potential of the redox transition 1 (Figure 3A). When turning the potential off, the optical 

signals decay as shown in Figure 5B for the 800-nm signal, with the decay kinetics being independent 

of the probe wavelength. The decay becomes faster for potentials upto 1.4V vs. RHE, plateauing at 

around 1.5V vs. RHE (Figure 5B). This decay can be attributed to the depletion of Ir(4.x+), the redox 

state formed >1V. Its faster decay after turning off at more positive applied potentials implies a greater 

reactivity of this state at increasing potentials. Furthermore, Ir(4.x+) is the predominant state at 

potentials when the current density increases due to OER (Figure 3A), which directly relates this state 

with the OER catalysis. Considering the absorption changes between the potential steps described 

above, in the absence of applied potential, Ir(4.x+) is reduced back mostly to Ir(4+) but also Ir(3.x+). 

Combined, these results indicate that the redox state Ir(4.x+) is the most reactive IrOx state in water, 

and that this state probably yields O2, consequently forming Ir(4+) and Ir(3.x+) .  

 

 

Figure 5. (A) Maximum absorption of IrOx after applying a potential for 4s compared to the deconvoluted differential 

absorption of redox transitions 2 (Ir(3.x+)→Ir(4+)) and 3 (Ir(4+)→Ir(4.x+)). (B) Normalised absorption decay after 

turning the applied potential off in 0.1M HClO4 aqueous solution at pH 1.2 (left) and with additional 20mM of H2O2 

(right). 
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For a more in-depth analysis of the reactivity of the redox states detected, hydrogen peroxide 

was added to the electrolyte to investigate how its kinetically less challenging two-electron oxidation 

into O2 affects the steady-state concentration and kinetics of the IrOx redox states. We measured the 

steady-state current of the same IrOx sample in 0.1M HClO4 at pH 1.2 with 20mM H2O2 (Figure 6A), 

which shows higher electrocatalytic currents above 1.1 V vs. RHE with H2O2 than without. We then 

measured the absorption of IrOx at different potentials in the presence of H2O2, observing broadly the 

same trends as in IrOx without H2O2 (Figure S6). Following the same deconvolution procedure as before 

(Equations 1-6 and SI), the spectroelectrochemical data was fit with different absorption contributions 

or redox transitions (Equation 1, Figure S7). Very similar results were obtained from fitting both two- 

and three-absorption contributions, with the 3rd one being negligible. Figure 6B shows the deconvoluted 

concentration changes over potential and the absorption changes related to the two redox transitions 

detected in H2O2, compared to the two first redox transitions without H2O2. It is apparent that redox 

transitions 1 and 2 are very similar in both conditions, with maximum absorption changes at 600 and 

800nm taking place around 0.9 and 1.3V vs. RHE (iRu corrected) respectively. This indicates that the 

nature of the redox states are most likely the same in these conditions and that Ir(3+)→Ir(4.x+) (redox 

transition 1) and Ir(3.x+)→Ir(4+) (redox transition 2) take place, while Ir(4.x+) (resulting from redox 

transition 3) probably does not accumulate enough to be detected. In the presence of H2O2, the steady-

state current starts increasing above 1.1V and overlaps with the redox transition 2, where Ir(3.x+) is 

oxidised to Ir(4+). Furthermore, the current above ~1.5V vs. RHE is larger with H2O2 than without, which 

could be due to the coexistence of H2O2 and H2O oxidation, the extra current deriving from the oxidation 

of the additional H2O2. This would indicate that the redox state Ir(4+) can oxidise H2O2, while Ir(4.x+) is 

required to oxidise water. 

 

Figure 6. (A) steady-state current and (B) Deconvoluted differential absorption and concentration changes of IrOx 

with and without 20mM H2O2 in HClO4 aqueous solution at pH 1.2, where δConcentration/δPotential is the 

concentration of the redox state formed at each potential. The absorption and currents were measured under 

constant applied potentials every 0.05V. 
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absorption spectra versus OCP have larger absorption changes at 800 nm with than without H2O2 (see 

Figures S9 and 5A, with and without H2O2 respectively). This is the characteristic feature of the redox 

transition 2 and the oxidation Ir(3.x+) → Ir(4+), which means that a larger concentration of Ir(4+) is 

formed under applied potential and depleted under OCP in the presence of H2O2 than without. 

Furthermore, after turning the potential off, the potential dependence of the decay kinetics of the optical 

signals are different with H2O2, becoming faster between 1.1 and 1.4V, but slowing down after 1.4V vs. 

RHE (iRu corrected) (Figure 5B). To better compare the signal lifetimes with and without H2O2, we fit 

the normalised decays between ΔA=1 and ΔA=0.75 after turning the applied potential off with an initial 

slope linear regression, when the decay in the potential of the electrode is not significant. The lifetimes 

were then calculated as the inverse of the slope extracted from the linear regression (see SI for details 

on the calculation). Figure 7A shows the lifetimes of the optical signals at 460, 600 and 800nm for IrOx 

both with and without H2O2. In the presence of H2O2, the decay of the optical signal is the fastest around 

the onset of the redox transition 2 (~1.1V vs. RHE, iRu corrected), and is faster than without H2O2 at the 

same potential. This further proves the conclusions above that the redox state Ir(4+), formed at this 

potential range, triggers the two-electron oxidation of H2O2, and thus Ir(4+) is reduced back to the OCP 

redox state by H2O2. The calculation of the redox state lifetimes in IrOx with and without H2O2 from the 

optical signal decay, therefore, confirms the trends observed in spectroelectrochemical measurements, 

and provides an experimental method to calculate directly oxidation kinetics. 

 

Figure 7. (A) Lifetimes derived from the decay of the optical signal over potential of IrOx with and without 20mM 

H2O2. (B). Steady-state current plotted against the concentration of active species derived from the deconvoluted 

optical signal. The active species of IrOx is considered Ir(4.x+) in acid solution and Ir(3.x+) in the presence of H2O2. 

All the measurements were done in 0.1M HClO4 aqueous solution at pH 1.2. 
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(Scheme S1). In IrOx without H2O2, the relationship between the steady-state current and the 

concentration has a stronger dependence on the concentration of active species, with a greater 

variability throughout the different measurements. This variability can be attributed to the coexistence 

of multiple redox states at high potential such as Ir(4+) and Ir(4.x+) and to the resulting complexity of 

the optical signal. In contrast, the samples of IrOx in 20mM H2O2 have a simple dependency between 

the steady-state current and the concentration of active species Ir(4+) with a slope equal to one, which 

combined with the independence of the lifetime versus potential above 1.1V vs. RHE (Figure 7A) 

suggests a first order reaction rate of IrOx in the presence of H2O2. This slope can be understood as the 

order of the reaction, and would suggest that the rate-limiting step to evolve one molecule of O2 from 

H2O2 is based on a one-electron oxidation of an active species.  

 

Discussion 

Determining the oxygen evolution reaction mechanism and kinetics of heterogeneous catalysts 

is specially challenging because a diversity of mechanisms is possible and can occur simultaneously, 

leading to a complex mixture of intermediate states under catalytic steady-state conditions. Another 

complication is to determine which atoms or states are catalytically active and if they are localised at 

the surface. Herein, we have managed to get a useful insight into the redox chemistry of IrOx combining 

optical and electrochemical time-resolved measurements. From the spectroelectrochemical data, we 

have been able to identify different redox states and quantify their concentration. Furthermore, by 

monitoring the optical signal under catalytic conditions and its decay after turning the potential off, we 

provide a perspective on the steady-state concentrations and intrinsic kinetics not available from 

electrochemically measured current densities alone. 

From optical and electrochemical data of IrOx under applied potential, we have identified three 

redox transitions and three redox states beyond the starting redox state at the open circuit potential 

(Figures 1 and 2). With a model based on the Lambert Beer law and Gaussian distributions of 

concentration over potential, we can fit the real experimental data accurately, and we have used it to 

deconvolve the spectroelectrochemical data and derive the concentrations of each redox state at the 

different potentials (Figure 3). From the experimental data and the fit model, it is apparent that the 

absorption spectra of the three oxidised redox states are all distinct and distinguishable from the starting 

redox state (Figure 2). Following the literature,6, 16, 18, 20, 28, 29, 37, 39, 42, 43 we assume that the starting state 

under OCP includes Ir3+ oxidation states only, and which we denotate as Ir(3+). Before the potential 

when the electrocatalytic current starts increasing, we detect two redox states whose optical transitions 

are assigned to the formation of a mixed valence state at ~0.9V including Ir3+ and Ir4+, Ir(3.x+), followed 

by a redox state with a larger content of Ir4+ at ~1.3V vs. RHE, Ir(4+). Finally, the species oxidised at 

potentials when the current increases has been proposed to include oxidised Ir4+ oxygen species and 

we refer to it as Ir(4.x+). Compared to the light-coloured Ir(3+), the redox states in IrOx over OCP absorb 

in the UV-Vis as a result of these oxidations and the associated deprotonation of adsorbed *OH to form 

*O, which leads to the degeneracy in the d orbitals of iridium and to an intervalence d-d transition upon 

light excitation.40, 41, 54, 65, 66 On the other hand, the molar ratio of redox transitions 1, 2 and 3 (calculated 

as the integral of the Gaussians in Figure 3A) is 10:9:3, assuming that each charge extracted from the 

film is related to one-electron oxidation process in a different Ir centre. Therefore, considering that the 

changes to the UV-Vis absorption of IrOx are related to deprotonation processes, the three redox 

transitions, assigned to the partial oxidation of Ir centres, must involve active species that are either at 



the electrode-electrolyte interface or, given the porous and nanostructured nature of the films, 

accessible to the electrolyte. 

 The reactivity and kinetics of the redox states in IrOx have been analysed in 0.1M HClO4 

aqueous solution with and without H2O2 at pH 1.2 directly using open circuit step-potential 

spectroelectrochemistry wherein decay kinetics were measured after turning the applied potential off. 

At potentials up to ~1.2V vs. RHE (iRu corrected), we do not detect any optical signal when applying 

increasingly oxidising potentials between 0.7 V and 1.1 V from OCP, which means that the redox states 

formed at these potentials do not oxidize water and but rather accumulate in the film (Figure 5). On 

applying potentials greater than 1.2V from OCP, a distinct optical signal is detected, assigned to 

Ir(4+)→Ir(4.x+). The differential spectrum during the open circuit decay from these positive potentials 

resembles the inverse of the combination of the optical changes during redox transition 2 

(Ir(3.x+)→Ir(4+)) and redox transition 3 (Ir(4+)→Ir(4.x+)) (Figure 3B). Considering the overlap between 

the increase in steady-state current and the redox transition 3, these results indicate that the resulting 

state from redox transition 3, Ir(4.x+), triggers the oxidation of water and that, upon decay to open 

circuit, it is reduced back to Ir(3.x+), the redox state present at the start of redox transitions 2 and 3. In 

other words, the redox states Ir(4.x+) reduces to Ir(4+) and Ir(3.x+) upon water oxidation with the 

potential-limiting step for water oxidation being the formation of Ir(4.x+). This is compatible with some 

of the mechanisms proposed in the literature (Scheme 1).18, 22, 25, 27, 32, 42, 43, 49, 67 On the other hand, the 

Ir(4+) formed at potentials 1.1-1.4 V can catalyse the kinetically less challenging two-electron oxidation 

of H2O2 to O2 while reducing back to Ir(3.x+), as confirmed by the differential absorption (Figure S8), 

steady-state current (Figure 6A) and open circuit optical signal decays (Figure 5B) at ~1.3V vs. RHE 

(iRu corrected) in the presence of H2O2. Since, H2O2 oxidation does not require the formation of an O-

O bond, this experimental result also suggests that the rate-determining step for water oxidation on IrOx 

is O-O bond formation, which requires the presence of more oxidized Ir-centres compare to H2O2 

oxidation. This finding is also consistent with previous theoretical calculations of the OER rate-

determining step on IrO2 surfaces.22, 27 

 The optical signal lifetime over potential (Figure 7A) can be directly related to the intrinsic OER 

activity of the IrOx catalyst because it is directly related to the concentration of redox states in the 

material. In the aqueous acid conditions used in this work, the lifetimes of oxidized states become 

increasingly shorter after 1.2V vs. RHE and start plateauing at >1.5V vs. RHE (iRu corrected). At 1.5V 

vs. RHE, both the lifetime (Figure 7A) and the reaction rate constant of the detected redox states (i.e., 

the inverse of the lifetime) are around 1 (s and s-1 respectively). This reaction rate constant is 

proportional to the turnover frequency (TOF) by a factor that depends on the number of active species 

required to evolve one oxygen molecule. The activity of heterogeneous electrocatalysts and iridium 

oxides is usually expressed as gravimetric current density or specific current density normalized to the 

surface area. The turnover frequency can be estimated from the reported gravimetric current densities 

by assuming that all the iridium atoms are active (this assumption is not required for the optical decay 

analysis herein).68 For iridium oxides measured under similar conditions and pH, the TOFs per Ir centre, 

calculated assuming all Ir centres in the sample are active, are slightly slower than the TOFs derived 

herein from the optical signal lifetimes of active Ir states.18 Alternatively, if single crystal surfaces of 

IrO2(110) are considered with all surface CUS Ir active, the resulting TOFs per surface Ir centre are 

also smaller than as measured in this work, being around 0.02s-1 at 1.6 V vs. RHE.18, 34, 69, 70 It is 

important to note that the lifetimes of active Ir states determined herein from the optical signal decay 

(Figure 7A) do not require any assumption about proportion of Ir centres which are catalytically active. 

Moreover, our spectroelectrochemical data indicate the density of active Ir states increases with applied 



potential (at least over the potential range studied), with our kinetic data further indicating the TOFs per 

active Ir states also accelerates, resulting in the observed sharp turn on of catalytic current.  On the 

other hand, the TOFs calculated from the optical signal are similar to the turnover frequencies of Ir-

based molecular catalysts at pH 1, which are around 1-3 s-1.18, 34, 69, 70 In amorphous IrOx and molecular 

iridium complexes, the similarity between the TOF calculated from the optical signal lifetime and from 

the current density per mol of iridium would indicate a high iridium utilisation in both electrocatalysts. 

The latter shows that fast reaction rates and high current densities can only be supported with high 

effective surface areas maximising the exposure of all iridium sites. 

In this study we have shown that current density increases in parallel with the formation of 

reactive states of IrOx (Figure 3A), with different dependencies in the presence and absence of H2O2 

resulting from different redox states and different reaction kinetics explaining the different 

electrocatalytic behaviour. The independence of the lifetime versus potential (Figure 7A) combined with 

the dependence of the steady-state current on the concentration of active species (Figure 7B) suggests 

a first order reaction rate of IrOx in the presence of H2O2 above 1.1V vs. RHE. This contrasts with the 

strong potential dependence of the water oxidation reaction kinetics, potentially indicative of a higher 

order reaction mechanism for water oxidation involving the co-operative interaction of different 

intermediate states based on Ir4.x+. Such higher order water oxidation reaction kinetics have also been 

reported for other metal oxide (photo)electrocatalysts.25,49 Different reaction mechanisms for water and 

H2O2 oxidation are also indicated by the difference in their Tafel slopes determined from plots of log 

current versus potential  (Figure S9) .68 For IrOx in water at pH 1.2, the Tafel slope is 59 mV/dec, similar 

to ~60 mV/dec measured in other IrOx electrocatalysts at the same potential range.26, 45, 71, 72 A larger 

Tafel slope of 220 mV/decade is observed in the presence of H2O2, which is consistent with the lower 

dependence of τ upon applied potential observed in Figure 7. Notably, these data indicate that 

cooperative interactions between oxidized Ir states can be critical to understanding the water oxidation 

mechanism on IrOx, consistent with recent reports that the activation energy for water oxidation can be 

dependent upon the surface density of oxidised Ir states.26, 45, 71, 72 Whilst the data herein are limited in 

potential range (it is interesting to note that water oxidation reaction kinetics in Figure 7a appear to 

plateau for potentials > 1.5 V vs. RHE, although bubble formation prevented further analysis), the clear 

difference in reaction kinetics between water and H2O2 kinetics is indicative of different reaction 

mechanisms, with water oxidation being dependent upon co-operative interactions between surface 

oxidised intermediates. The kinetics of H2O2 oxidation are facilitated relative to H2O oxidation into O2 

probably because of the circumvention of *OOH formation in H2O2, which is presumably the rate 

determining step in water oxidation and is already formed in the H2O2 molecule.27 The higher order of 

reaction and cooperative effect between Ir4.x+ centres in catalysing water oxidation can also be attributed 

to the O-O bond formation step, since this behaviour is not observed for H2O2 oxidation. This insight 

into the intrinsic reaction kinetics from our spectroelectrochemical data builds on the interpretations of 

widely applied Tafel and Butler-Volmer analyses for water oxidation, and the experimental approach 

can be readily applied to disordered metal oxide electrocatalysts such as IrOx which are of increasing 

interest to enhance the performance and cost effectiveness of electrolysers.  
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