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ABSTRACT 5 

Response process validity evidence can provide researchers with insight into how and why 

participants interpret items on instruments (e.g., tests, questionnaires). In the chemistry education 

research literature and in the social sciences more broadly, there has been variable use and reporting 

of response process aspects of studies. This manuscript’s objective is to support researchers in 

developing purposeful, theory-driven protocols to investigate response processes. We highlight key 10 

considerations for researchers who are interested in using cognitive interviews in their research, 

including: the theoretical basis for response process, collecting response process validity evidence 

through cognitive interviews, and using that evidence to inform instrument modifications.  
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INTRODUCTION 

Instruments are invaluable tools of measurement for researchers that allow us to directly and 

indirectly observe otherwise inaccessible phenomena.1,2 For example, chemical instruments like 

spectrometers are regularly used to quantify physical and chemical entities and phenomena, with 20 

measurements providing the user with evidence related to the entities and phenomena being 

measured. Similarly, social science instruments—which include assessments, tests, surveys, and 

observation protocols—seek to measure variables within humans (respondents) directly and 

indirectly.1,3 Among the goals of discipline-based education research (DBER), one is to “help identify 

and measure appropriate learning objectives and instructional approaches that advance students 25 

toward those objectives”.4 As DBER has grown, so too have the number of instruments designed to 

investigate different variables of interest.5–10 Those instruments need to generate data of high validity 

and reliability. However, resources describing how to collect validity evidence in DBER contexts are 

limited.11 This manuscript’s objective is to support researchers in developing and reporting protocols to 

investigate a specific type of validity evidence—response process. 30 

In some cases, instruments may not yet exist for a particular goal, requiring instruments to be 

created and supported with appropriate validity evidence to determine whether they measure what 

they intend to measure. The effectiveness and suitability of social science instruments can vary 

depending on the goals and context of a particular evaluation. An instrument designed for a particular 

purpose in one context may need to be re-evaluated, re-configured, or re-designed to provide 35 

meaningful measurements in pursuit of new research goals and/or within a new context. For example, 

an instrument designed to measure a particular variable within a university context may produce less 

valid data when used in a high school context.  

DEFINING VALIDITY 

Validity and types of validity evidence 40 

Validity can be considered analogous to the accuracy of an instrument. The validity of an 

instrument is a measure of the validity of the data collected by the instrument for a specified 

respondent population.12 Collecting validity evidence is imperative in test development—without 

evidence for validity of the data obtained from a particular instrument in specific research context, 

there is uncertainty about what the instrument is actually measuring.13 45 
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Evidence for validity can be collected in several ways. The four main types of validity evidence are: 

test content, response process, internal structure, and relationships with other variables (Figure 

1Error! Reference source not found.).13 Each type of evidence can be collected using specific and 

established research methods. For example, evidence of test structure is often collected through 

quantitative means, such as factor analysis. In contrast, response-process validity evidence is often 50 

collected through qualitative inquiry (e.g., cognitive interviews, open-response questions). 

 

Figure 1: Sources of validity evidence, including examples of methods to collect each type of 

evidence.13,14 

This work provides insight into response process validity. We describe (1) this type of validity and 55 

an associated theoretical framework, (2) how response process validity has been reported in the 

literature to date, and (3) how to collect response process data, analyze the data, and use the findings 

to improve the validity of data collected from an instrument. 

Response-process validity evidence 

Response process represents one of the primary sources of validity evidence and is described as 60 

“evidence concerning the fit between the construct and the detailed nature of performance or 

response actually engaged in by examinees”.13 By investigating respondents’ response processes, 

researchers gain an understanding of how responses were generated, including what cognitive 

resources are activated, what barriers are faced by respondents, and whether interpretations of items 

differ from what developers intended.15–17 In the context of instrument development, response 65 

process evidence can provide researchers with insight into whether the questions they are asking are: 
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(1) activating intended constructs and prompting respondents to respond with those constructs in 

mind and (2) structured in a fashion that allows respondents to readily interpret and respond.  

The theoretical basis for response process can be based in Tourangeau’s four-stage cognitive 

model.18 According to this model, in order to accurately respond to an item, a respondent must be able 70 

to: (1) comprehend the item, (2) retrieve information relevant to the item’s content, (3) make a 

judgement based upon the recall of knowledge relevant to the item, and (4) provide their answer 

within the given item structure. Breakdowns at each of these stages can be a result of various facts, 

including item wording, clarity, difficulty, and knowledge of relevant ideas held by respondents and/or 

their motivation.  75 

The following is an example of how Tourangeau’s model can be used to interpret response process 

data. A researcher may be interested in learning about students’ self-efficacy in organic chemistry may 

design the item: “I am knowledgeable in acid—base chemistry”, in which respondents are asked to 

respond on a Likert scale (e.g., strongly disagree to strongly agree). Tourangeau’s model states that 

responding to this item requires respondents to engage in the following cognitive processes: (1) 80 

comprehending and interpreting critical terms and phrases within the item, such as what the terms “ 

knowledgeable” and/or “acid–base chemistry” mean, (2) identifying and retrieving the necessary 

cognitive resources and/or information relevant to the item, (3) choosing to report an accurate 

estimation of their belief within the given item structure, and (4) selecting or producing an answer that 

is feasible within the given item structure. Evidence for response process validity would mean that the 85 

respondent’s understanding of the item matches the item’s intended meaning and that the respondent 

is able to report an accurate account of their response within the given item structure. Evidence 

against response process validity can manifest as difficulties that arise during at least one of 

Tourangeau’s stages. For example, a respondent believing that “acid–base chemistry” is too ambiguous 

and broad a term to provide an accurate response would provide evidence against response process 90 

validity for this item (challenge experienced in stage 1 of Tourangeau’s model). Other examples of 

evidence against response process validity could include difficulties with understanding the item as a 

whole (stage 1); the item activating irrelevant ideas within respondents (stage 2); respondents 

overestimating or underestimating their ability in their final response (e.g., feeling pressure to provide 
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a positive response; stage 3); and/or respondents feeling as if they are not able to respond accurately 95 

within the test structure (e.g., wanting to elaborate on their response more openly; stage 4). 

To understand the current state of response process interview reporting in chemistry education 

research (CER), we conducted a literature review of research articles that involved collecting response 

process evidence for creating or modifying instruments in chemistry education. We searched both the 

Journal of Chemical Education and Chemistry Education Research and Practice using the queries 100 

“response process”, “concept inventory”, “instrument and response process", “questionnaire and 

response process", “survey AND response process", “cognitive interview”, and limited the search 

results to articles published within the last ten years (2011–2021) Reviews and any studies that did not 

state the use of response process interviews were excluded, as we were specifically interested in how 

these reports described their response process protocols, how data gathered from investigations were 105 

analyzed, and how these data were used to guide instrument modifications (if needed). Co-author NS 

conducted the preliminary review and coded the protocol, analysis, and modifications described in 

each article in terms of three categories: none reported, general descriptions provided (i.e., the authors 

mention an analysis, but do not provide explicit details), and specific descriptions provided (i.e., the 

authors explain their process and resulting decisions with details). For modifications, we captured 110 

whether the authors stated that no modifications were needed following response process 

investigations. After NS’ coding, co-author JMD then reviewed the same articles and conducted the 

same analysis; the co-authors discussed the codes and analysis until they reached agreement. The 

codebook and exemplar quotes from each article reviewed are described in the Supporting 

Information. 115 

The findings from the 39 articles reviewed suggest that how response process validity evidence is 

reported in research investigations varies widely within CER (Figure 2), reinforcing previous work 

evaluating the state of measurement in CER. A 2013 study found that of 20 instruments described in 37 

publications, only four instruments reported response-process validity evidence, with only two of these 

four providing specific details about protocols and the nature of changes to instruments due to 120 

response process evidence.19 This trend appears to be present in other research fields, as well: a 2011 

review found that few research studies explicitly used or described response process evidence as a 

source of substantive validity evidence, and that this trend has remained relatively static in the last 20 
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years compared to other sources of validity evidence.20 Similarly, a 2008 review of validity 

investigations in psychology and education found response process was only described for 1.8% of 125 

measures.21,22 Other reviews have suggested that the majority of work reporting response process 

evidence were validation studies in health research.23 Explicitly describing how evidence for response 

process is gathered and used to inform changes to instruments will be essential for developing a 

broader research community understanding of the validity process and of constructs measured by a 

given instrument, and also deepens understanding of what is being measured by an instrument.19,24 130 

The findings from our and others’ reviews suggest a need for resources to support researchers in 

collecting and reporting response process validity evidence. From our review, cognitive interviews 

were the most common method for collecting response process validity evidence (Supporting 

Information). Therefore, the following sections will describe how researchers can design and enact 

cognitive interviews to systematically collect and report validity evidence based on response process. 135 

 

 

Figure 2: Overview of how response process evidence investigations protocols, analyses, and 

modifications have been described in CER literature between 2011 to 2021, N = 39.  
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COGNITIVE INTERVIEWS TO COLLECT RESPONSE PROCESS VALIDITY EVIDENCE 

 Cognitive interviews can be used in instrument development to inform item revision decisions by 

providing evidence of validity based on both test content (clarity and relevance of items)25 and 

response process (thought processes involved in responding to an item).13,26,27 When the goal is to 

collect evidence for response process validity, the focus of cognitive interviews (often called response 145 

process interviews) is to study how respondents cognitively process (think about) and respond to 

materials presented to them, with a specific emphasis on what barriers and pitfalls arise during 

response process.18,28 From these inquiries, qualitative data can be obtained that illuminates 

respondents’ responses and behaviors, allowing researchers to determine whether item 

interpretations are (mis)aligned with developers’ intentions and to then identify ways to modify items 150 

to support validity.29,30 When completed early in instrument development, cognitive interviews enable 

researchers to identify and correct issues in understanding and content before resources may be 

devoted to more extensive validity testing (e.g., factor analysis). Evidence of response process can 

range from collecting and indexing respondents’ statements about their response, to using theory to 

interpret respondents’ statements in an effort to formulate generative mechanisms of how and why 155 

respondents decided to respond in the way(s) they did. In the following sections, we will discuss 

practical considerations for researchers planning to use cognitive interviews to collect evidence for 

response process, including designing and organizing protocols, and interpreting and using data 

acquired from interviews to inform instrument modifications. 

Designing cognitive interview protocols 160 

Cognitive interviews are multi-stage process involving the following: identifying item intent, data 

collection, analysis, and comparison of respondent interpretation to intended meaning (Table 1). In the 

first stage, researchers develop items for a particular instrument and document the intent of each item 

prior to cognitive interviewing, as well as any associated constructs the item is intended to investigate. 

These descriptions serve as the basis for comparison against respondents’ interpretations. 165 
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Table 1: Example of the cognitive interview process. Adapted from Peterson et al., 2017. 170 

Stage 1: Prepare 

item intent and 

any associated 

construct 

dimensions 

Stage 2: Develop 

interview 

protocol 

Stage 3: Conduct 

cognitive 

interviews 

Stage 4: Analysis 

of interview data 

Stage 5: Compare 

to intent and 

dimensions; 

decide on 

modification 

strategy 

Item: I am 

knowledgeable 

in acid–base 

chemistry (1-

Strongly Disagree 

to 5-Strongly 

Agree) 

 

Construct: self-

efficacy 

 

Intent: Assess 

respondent’s 

perception of 

self-efficacy 

beliefs related to 

acid–base 

chemistry 

Anticipated 

relevant 

cognitive 

operations: 

Comprehension 

 

Probe: 

What does the 

word 

“knowledgeable” 

mean to you?  

Respondent 1: In 

this case, 

knowledgeable 

was a bit vague. I 

know that acids 

donate protons 

and bases accept 

protons, but I’m 

not sure I could 

apply these 

ideas.” 

 

Respondent 2: 

Knowledgeable 

means that I can 

do well on a test, 

so I would say I 

am 

knowledgeable 

because I did well 

Key phrases: 

“a bit vague”; 

“means that I 

can do well on a 

test”; “tough to 

say without more 

information” 

 

Summary: 

Respondents 

have various 

interpretations 

of the item and 

some feel the 

item is not 

specific enough 

to report an 

accurate 

judgement 

Conclusion: The 

item’s intention 

was to assess 

respondents’ self-

efficacy beliefs 

related to acid–

base chemistry. 

Data show that 

the item is too 

vague for 

respondents to 

share a consistent 

interpretation.  

 

Recommendation: 

Revise the item to 

focus on a specific 

learning outcome 

related to acid–

base chemistry. 
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on my last 

chemistry exam. 

 

Respondent 3: 

I feel like I am 

[knowledgeable] 

because I think I 

understand the 

main ideas, but 

it’s tough to say 

without more 

information. 

For example, “I 

can identify the 

most acid proton 

and the most 

basic atom in an 

acid–base 

reaction”. 

Conduct another 

round of cognitive 

interviews to 

investigate the 

impact of 

modification. 

Once items have been prepared, an interview protocol can be developed to gather information on 

respondents’ response processes. A general framework based on Tourangeau’s four-stage cognitive 

model of response process can be used to guide this process.18 Specifically, prompts may seek to 

address the following questions: 

1. How do you (the respondent) interpret the item? 175 

2. What information do you believe to be relevant for responding to the item? 

3. How and why did you decide on their given response? 

4. What challenges did you face when providing their response within the given item structure, if 

any? 

A list of potential prompts to address each stage of response process can be found in the Supporting 180 

Information. 

Most protocols in current CER literature focus on addressing Question 1, with interviews being 

used evaluate the readability and clarity of test items by asking students to read items aloud and then 
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explain the meaning in their own words (Supporting Information). Other response process 

investigations have sought to develop rich, causal understandings of the how and why behind response 185 

processes through purposeful integration of theoretical and methodological frameworks. For example, 

Hosbein and Barbera (2020) asked respondents to not only read the item aloud and describe their 

interpretation, but also to choose an answer and describe why they chose the answer they did. The 

extent to which researchers choose to investigate and analyze response process will depend on the 

goals of the research, as well as the feasibility within the context of the investigation.23,24,26,31,32 190 

When designing cognitive interview protocols, researchers may also choose to focus not only 

cognitive processes, but also other, non-cognitive processes involved in answering test items, such as 

self-referential, motivational, affective, situated, and dialogical response processes.32 For example, 

methods can focus not only on what and why respondents are engaging in a particular response 

process cognitively, but also how motivated respondents feel during the test-taking experience (e.g., 195 

fatigue) or have particular affective feelings towards particular items. 

Herein, we provide four general approaches to cognitive interviews (Table 2).33,34 The four 

approaches can be broadly categorized within the continuum of think-aloud (TAP) and verbal probing 

protocols—they differ in terms of their relative flexibility/rigidity, resulting in distinct strengths and 

weaknesses depending on the goals of the research.34  200 

 

 

 

 

 205 

 

 

 

 

 210 

 



 11 

 

 



 12 

Table 2: Summary of qualitative interview approaches, including examples in a response process 215 

interview context. Adapted from Patton (2015) and Willis (2011). 

Approach Key features Advantages Disadvantages 

Informal 

conversational 

No pre-planned 

structure; researcher 

generates questions 

spontaneously within 

flow of conversation 

Interview can be 

tailored to each 

participant and build 

off of previous 

interviews 

Identifying trends in data 

can be difficult; 

increased risk of 

interviewer effects, so 

requires skilled 

interviewer   

Interview guide Specific 

questions/topics 

prepared before 

interview, with 

freedom to 

investigate 

spontaneous lines of 

inquiry 

Researcher can focus 

conversation on several 

key topics, while still 

being flexible enough 

to maintain rapport 

and engage in details 

inquiry 

Increased rigidity can 

limit the scope of the 

interview, such that 

unanticipated key 

perspectives could be 

missed  

Standardized, open-

ended 

List of open-ended 

questions prepared 

before interview; 

researcher follows 

this list with limited 

deviation 

Focused questioning 

ensures that all 

participants are asked 

the same questions, 

making data easier to 

analyze 

Increasing rigidity 

further, so increased 

possibility that 

unanticipated key 

perspectives are missed 
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Fixed-response List of fixed-response 

questions prepared 

before interview; 

researcher presents 

questions and 

options to 

interviewee 

Fixing questioning and 

response options 

minimizes variability 

between responses; 

minimizes onus on 

interviewer to manage 

the conversation and 

often easier to collect 

data from larger 

samples to identify 

trends in response 

process 

Very rigid; no 

opportunities to 

investigate response 

process perspectives 

beyond those provided 

to respondents 

 

 

The informal conversational approach is the most open-ended approach to interviewing. These types 

of interviews are characterized by their lack of pre-planned structure and reliance on the researcher to 220 

generate questions within the flow of the interaction. The main strength of the conversational 

interview is its flexibility; questions can be specific to the interaction, allowing for deepened 

communication with the participant. Conversational interviews also allow the interviewer to take 

information from previous interviews to guide questioning in later interviews. The main weakness of 

informal conversational interviews is the difficulty involved in comparing and analyzing the data from 225 

interviews. The variability in questioning between interviews places the onus largely on the interviewer 

to generate useful data. The conversational interviewer must be skilled at generating rapid insights and 

questions. Because of their lack of structure, conversational approaches may be more susceptible to 

interviewer effects, leading questions, and biases, when unaccounted for, each threatening the 

integrity of the data collected from interviews.35 Patterns and trends within the dataset may also take 230 

longer to identify from conversational interviews, as responses from participants will vary as different 

participants are asked different sets of questions during their respective interviews. 



 14 

Open-ended approaches may complicate the data collected from cognitive interviews, as 

researchers may be unsure where and how to make changes to an instrument if there is a large 

amount of variability in the topics discussed by interviewees. However, the flexibility associated with 235 

the informal conversational approach may also be useful in investigating response process, specifically 

in research contexts where multiple rounds of interviews are feasible. For example, interviewers 

interested in where participants experience confusion when completing an instrument might begin 

interviews in an unstructured fashion with an initial round of interviews to allow researchers to identify 

items that are variably interpreted between respondents. Researchers can then use the information 240 

from these initial interviews to develop more structured, targeted questioning in future rounds of 

interviews. 

The interview guide approach is characterized by researchers preparing a list of specific questions 

and/or issues to be explored prior to the interview. This approach ensures that each interviewee is 

confronted with the same general subjects of inquiry; however, the researcher maintains a degree of 245 

flexibility in this approach; one is free to formulate spontaneous responses to interviewee responses 

and establish a conversational approach within the confines of the predetermined subject of inquiry. 

The main strength of the interview guide approach is that it provides the interviewer with a basic map 

or framework of how to facilitate the interview. This makes data collection more systematic across the 

sample. However, though there is some flexibility in this approach, the increased rigidity of the 250 

interview guide approach increases the risk of omitting important topics outside the purview of the 

protocol. 

For response process investigations, the interview guide approach can be useful if the interviewer 

is interested in interviewees’ thoughts and processes on specific instrument items. Researchers might 

have anticipated concerns about specific items, so they can focus their questioning during interviews 255 

on these items, while leaving room for interviews to discuss other issues and/or items. The interview 

guide approach can also be useful for cognitive interviews involving multiple rounds of interviews.36. 

Researchers may choose to employ a conversational approach in initial rounds, allowing interviewees 

the freedom to discuss whatever concerns and interpretations come to mind during their response 

processes. Researchers could then identify any consistent concerns from these initial rounds, using this 260 

information to formulate an interview guide approach for subsequent rounds. 
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The standardized open-ended approach is characterized by careful and complete wording of each 

interview question prior to the interview. This approach imposes greater structure on the interview by 

not only fixing the general organization of the interview, but also fixing the wording of each question 

and the sequence of questions within the interview. However, questions are still open-ended, meaning 265 

that interviewees construct their own responses instead of choosing a response from a selection of 

pre-determined possibilities. Like the interview guide approach, one of the strengths of the 

standardized open-ended approach is that interviewees answer the same questions, limiting the 

variability between interviews and allowing researchers to more easily organize/analyze the data and 

compare between interviewees. However, the rigidity of this approach limits flexibility; the interviewer 270 

is granted few opportunities to pursue unanticipated topics or issues introduced during the interview, 

which can result in the loss of important data. 

In cognitive interviews, a standardized open-ended approach may be useful if the interviewer 

wanted to learn about interviewees’ perspectives on specific aspects of an instrument and/or a pre-

determined selection of instrument items. The researcher might identify a selection of items to discuss 275 

during the interview and ask each interviewee the same questions about each item. This would allow 

the researcher to gather targeted information about specific items and ensure that all interviewees 

have an opportunity to respond to the same set of questions during the interview. 

In the fixed-response approach, questions and response options are determined in advance of the 

interview. Each interview follows exactly the same sequence of questions, and interviewees are 280 

instructed to select fixed responses instead of constructing their own. This approach allows for simpler 

data collection and analysis, and also affords the interviewer with the opportunity to ask many 

questions in a short amount of time. However, the fixed-response approach constrains the 

opportunities afforded by qualitative inquiry. Because respondents must fit their thoughts and 

experiences within pre-determined categories, the approach may misrepresent respondents’ actual 285 

thoughts and experiences. Therefore, we suggest that researchers avoid relying on the fixed-response 

approach as the initial approach in gathering evidence for response process. 

For cognitive interviews, the fixed-response approach may be useful in cases where researchers 

have already determined specific respondent concerns from initial rounds of interviews and want 

feedback on whether updates to items have remedied these specific concerns. For example, 290 
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researchers can use an open approach in an initial round of interviews to determine common issues 

expressed by respondents and then make initial changes to test items to address these initial concerns. 

The researchers can then ask additional rounds of respondents whether these points of confusion 

persist or not using version of the instrument that multiple-choice options based on interviewees’ 

concerns from the previous round (e.g. “Did you experience any of the following as you answered the 295 

item?”).  

The four approaches described above exist on a continuum and researchers are certainly not 

limited to selecting only one the approaches in their research. The approaches described can also be 

combined to develop a more comprehensive understanding of response process. For example, one 

study conducted open interviews with an initial sample of respondents to identify initial points for 300 

revision, and then evaluated the impact of these revisions through targeted pilot administrations of 

their instrument.37 Protocols can also be combined within a single interview; researchers might adopt a 

guided or standardized approach in the first part of the interview protocol to focus on specific items, 

and then allow the interviewee to freely address any additional items or concerns during the latter part 

of the interview. 305 

Cognitive interviews can be conducted either concurrently or retrospectively. Concurrent cognitive 

interviews require interviewees to verbalize their experiences and response processes as they work 

through test items. For example, one study provided participants with a copy of their test and, as they 

worked through the test, asked each participant to read each item aloud, explain what was being 

asked, choose an answer, and explain their choice.9 A benefit of concurrent protocol is that insights 310 

from the interviewee should be more accurate than if the interviewee were recalling their mental 

processes at a later point in time. However, by asking interviewees to verbalize their cognitive 

processes, researchers risk disrupting participants’ response processes, meaning that the response 

process expressed by the interviewee may be less similar to the response process of an actual test 

respondent.34 For example, asking interviewees to verbalize their response process may increase 315 

cognitive demand and introduce response process disruptions that would not be encountered if 

respondents were to complete the test on their own. 

Cognitive interviews can also be conducted retrospectively. In this case, interviews are conducted 

after the interviewee has had a chance to complete the instrument without disruption. For example, 
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one study asked respondents to complete the survey in full before engaging in a questioning period.38 320 

However, though retrospective interviews ease the cognitive demand on interviewees and allow them 

to complete the test without disruption, interviewees may be more likely to forget and introduce bias 

as they try to recall their response process at a later point in time. 

One way to mitigate the challenges associated with each of these approaches is to combine the 

two approaches. One study conducted interviews that incorporated both concurrent and retrospective 325 

components;37 in this case, respondents were asked to actively think-aloud as they answered test 

items (concurrent). After they had completed the items, the researchers then asked respondents about 

their interpretations of test items (retrospective).  

Sampling  

Validity is a measure of the validity of the data collected by the instrument for a specific target 330 

population, so participants invited to cognitive interviews should be as closely aligned as possible with 

members of the intended test-taking population.13 Cognitive interviews should seek a diversity of 

perspectives; therefore we suggest that sampling for cognitive interviews is most effective when 

restricted to the test-taking population, but recruitment from this population is random and/or 

purposeful with diversity in mind. As with any research with human subjects, Research Ethics Board 335 

approval or exemption must be obtained before recruiting for and conducting cognitive interviews. 

Cognitive interviews are a qualitative method of inquiry, so sample sizes will vary depending on the 

specific goals of investigations. From CER literature describing the use of cognitive interviews, sample 

sizes have ranged from 5 to 25 (Supporting Information).9,37–43 Recommendations from other sources 

range from 5 to 15,44–46 with some research suggesting that increasing sample sizes beyond this range 340 

does not seem to uncover new response process problems.47 

Using sequential rounds of interviewing can also be advantageous when collecting evidence of 

response process,28,36 as some have done in CER.9,37,48 This strategy is particularly useful in instrument 

development because it provides researchers an opportunity to investigate the impact of instrument 

modifications following initial interviews. For example, researchers may interview five respondents and 345 

make changes to an instrument based on the evidence gathered from this first round. To better 

understand the impact of these changes, the researcher can then conduct a second round of 

interviews to identify (1) whether instrument modifications have resolved or exacerbated issues from 
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the first round and (2) any new challenges faced by respondents in the second round of interviews. 

Other options can also include conducting a round of interviews to learn about respondents’ 350 

interpretations of items, revising items based on these interviews, and then conducting a pilot study by 

administering the revised instrument to samples from a target population to.37 However, conducting 

interviews in rounds can mean that true sample size for a response process investigation may not be 

known at the beginning of the study. Researchers may begin their research with a specific sample size 

in mind but that number can be adjusted based on what is learned from interviews, as inquiry 355 

deepens, or when data saturation is observed.49  

ANALYZING COGNITIVE INTERVIEW DATA TO INFORM INSTRUMENT MODIFICATIONS 

Of the three stages of response process investigations, analysis of response process data was found 

to have the highest frequency of none reported. Variable reporting of response process data analysis 

has also been reported in other reviews of response process investigations in social science 360 

literature.20–22 There is variation in analysis methods for cognitive interviewing.45 Analysis of cognitive 

interview data can be less intensive, characterized by interviewers taking notes of problems during the 

interview process and comparing notes across interviews.50 For example, one analysis is described as 

follows: “If the rationale students provided was not aligned with the researcher’s intended meaning, 

the item was flagged for modification or removal. If students gave a rationale that was aligned with the 365 

intended meaning, there was validity evidence that the item was being interpreted as intended and 

could be used in future implementations of the scale in the given context”.51 In contrast, analyses 

involving coding schemes and classifying response process issues taxonomically have also been 

employed.36,52 For example, one analysis stated that "audio files of the interviews were transcribed by 

a commercial transcription service. All analysis was conducted on the interview transcripts, led by 370 

author Hosbein. Cognitive interview analysis was used by author Hosbein to establish a coding rubric. 

This entailed carefully reading each transcript and documenting the language students used in 

explaining their responses. These reviews were used to establish initial codes regarding students’ scale-

based language… Author Hosbein and a secondary (non-author) researcher independently coded all 40 

transcripts using the initial rubric. After discussing discrepancies in coding, the rubric was revised and 375 

additional transcripts were independently re-coded. The final rubric had an acceptable Cohen's kappa 

value of 0.8 and was used by author Hosbein to re-code the remaining transcripts."53 Research on the 
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range of analytical methods employed has identified benefits and challenges with both—less intensive 

analyses unearth fewer response problems and may be more prone to bias,50,54 while more intensive 

analyses may not be feasible—one may simply lack the resources (e.g., time, funding) to engage in a 380 

full qualitative analysis of response process data, especially if instrument administration is time-

dependent.36 In response to the ambiguity in the literature about what is “best” and to serve a range 

of research contexts, researchers have devised qualitative methods that seek to balance feasibility and 

reliability—we adapted one such approach for chemistry education context in Table 1.26,45 

There is limited literature guidance on how to modify items based on cognitive interview data. In 385 

CER, most response process investigations have focused on item readability and clarity, resulting in 

most modifications being relatively minor changes to item wording. For example, one study described 

how: "Several small changes were made to the wording of some of the survey items. One such change 

involved the words 'excited' and 'intrigued' in some of the survey items; students indicated that such 

words were too enthusiastic, and that the word 'interested' would be more fitting, which reinforced 390 

the importance of such item wording".55 Though there is no single or “best” approach for analyzing and 

modifying items based on cognitive interview data, readers will benefit from the explicit descriptions of 

such investigations whenever possible. To best highlight how and why students interpret items during 

instrument development/modification for the research community, reports can explicitly describe: 

1. Who is sampled to participate in any response process investigations? 395 

2. What protocols are enacted and what is the rationale for these protocols? 

3. Why are data analyzed and used to inform instrument modifications (if at all)? 

Explicitly describing how evidence for response process is gathered and used to inform changes to 

instruments will be essential for developing a broader research community understanding of the 

validity process and of constructs measured by a given instrument, and also deepens understanding of 400 

what is being measured by an instrument.19,24 

CONDUCTING COGNITIVE INTERVIEWS REMOTELY 

There are many opportunities afforded by conducting interviews remotely, including: hosting 

instruments online, minimizing video and audio recording costs, and allowing researchers to record 

participants’ drawings as they speak.56 In this section, we highlight some considerations for conducting 405 

cognitive interviews remotely. 



 20 

First, many online survey methods allow tests to be completed virtually (e.g., SurveyMonkey, 

Qualtrics). Hosting tests on these online programs can be beneficial for facilitating response process 

interview dialogue when screen-sharing is possible. With screen-sharing, both the interviewer and the 

interviewee are able to view the relevant items simultaneously, similar to in-person.  410 

Videoconferencing software with built-in recording capabilities also make it easier to manage audio 

and video data from interviews. For example, Zoom can be used to simultaneously record audio and 

video during interviews, which may allow researchers to dedicate more focus to interviewees’ 

statements, notetaking, and formulating questions in more dynamic, think-aloud approaches. 

Recording audio and video simultaneously may be more cost-effective than using separate devices 415 

(i.e., video camera, microphone).56 Other useful options include the ability to transcribe audio for cloud 

recordings on Zoom, which can streamline interview analyses.57 However, care must be taken with 

regards to research ethics in these cases, as cloud storage of interview data may conflict with existing 

institutional review board (IRB) principles and approvals. Hosting the discussion virtually may also be 

beneficial in reducing interviewees’ feelings of pressure, which may afford more direct articulations of 420 

participants’ response processes.56 

There are also many options available for drawing molecules in an online setting, critical to many 

areas of chemistry. Participants can draw using pen and paper with either a webcam pointing to the 

page or by taking a photo/scan and sending to the research (e.g., email, upload to a secure folder, drop 

into the videoconference chat). They could draw using a notepad app (e.g., Drawboard, Notability).58,59 425 

Whiteboard apps offer a combination of options, including drawing, photo sharing, and collaboration 

(e.g., Miro, Mural; Figure 3).60,61 With all the electronic approaches, participants can readily share 

screen with the interviewer. If participants are working collaboratively, the interviewer can mute and 

turn their own video off to fade into the background. Offering a few different options provides 

opportunities for students with variable access to technologies to participate equitably.  430 



 21 

 

Figure 3: Example of using whiteboard apps to facilitate virtual interviews. 

ALTERNATIVES TO COGNITIVE INTERVIEWS 

Interviews in particular can be resource-intensive and subject to threats and limitations such as 

interviewer effects, disproportionately motivated participants, and small sample sizes. Although 435 

cognitive interviews have been the predominant method to investigate response process throughout 

the social sciences and discipline-based education research, other methods exist that may be more 

appropriate and feasible for a particular context. Alternatives that can be used instead of or in parallel 

with response process interviewing to develop more comprehensive understandings of response 

processes include: 440 

• Open-response questions, which prompt respondents to provide their thoughts, opinions, 

beliefs, etc. about the test-taking experience. This method also allows for greater number 

of participants if administered in the form of an online survey, for example.62–64 

• Vignettes, which are short stories or descriptions of a hypothetical respondent used to 

investigate a subject’s cognitive processing during instrument-related decisions.65–67 445 

Vignettes can be valuable when a small number of key comprehension issues are identified 
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and targeted at the outset of the validity investigation. For example, if researchers were 

interested in how respondents interpret and respond to the item “I identify as a visible 

minority in chemistry”, the researchers might provide a vignette of a hypothetical 

individual to respondents and ask their opinion on how this hypothetical individual should 450 

respond. 

• Card sort tasks, in which respondents are provided a set of concepts and prompted to 

organize them in a closed sort (within pre-determined themes) or open sort (without pre-

determined themes.68 Card sort tasks are valuable in learning how a respondent organizes 

concepts or items and what a respondent believes a concept or item includes or excludes. 455 

For example, if researchers were building an instrument that measured students’ 

knowledge of different spectroscopic methods, they might ask respondents to organize 

instrument items in terms of the different methods (e.g., NMR, IR) to determine how 

respondents are perceiving the content of the items. 

• Focus groups can be used to facilitate dialogue between respondents, which can be helpful 460 

to investigate respondents’ perceptions about an instrument at a general level and their 

thinking about the concepts/themes of the instrument (unlike interviews which can be 

used to focus on specific items). Focus groups have the advantage that participants can add 

to each other’s ideas (e.g., build upon, agree, disagree) but have the simultaneous 

disadvantage that participants can be influenced by the others’ 69–71. 465 

• Eye-tracking can be used to study where participants look, in what order, and the amount 

of time they spend looking various elements of an item. Eye-tracking has also been used to 

collect data on participants’ pupil dilation, item fixation and duration alongside think-aloud 

interviews to evaluate challenges during response process.72–76 

COLLECTING RESPONSE PROCESS VALIDITY EVIDENCE IN TEACHING 470 

Collecting evidence for validity for course assessments can help ensure that inferences about 

student achievement of learning outcomes are as accurate as possible.13,77 Specific to response 

process, instructors may speak with several students to gain insight into students’ response processes, 

similar to the cognitive interviews described above. Instructors may also provide opportunities for 

students to describe how they arrived at their answer or how they approached specific questions on an 475 
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assessment (e.g., providing an option to write out their thinking after a multiple-choice question).77–79 

By analyzing/evaluating students’ responses, instructors gain insight into students’ response processes, 

which can inform how to evaluate responses and/or tailor instruction. Instructors can also ask similar 

types of questions throughout the sequence of a course and refine the questions over time. For 

example, instructors can ask a question across different formative and summative assessments and 480 

review student responses to refine the question as the course progresses, similar to conducting 

cognitive interviews in rounds (Figure 4). 

 

Figure 4: Example of revising items based on response process evidence gathered from students' 

responses across multiple assessments. 485 

CONCLUSIONS 

In this manuscript, we highlight key considerations using cognitive interviews to enhance validity, 

including: (1) how Tourangeau’s four-stage cognitive model can be used to guide response process 

investigations,18 (2) different approaches to cognitive interviewing and the advantages/challenges 

associated with each, and (3) suggested practices when analyzing and using cognitive interview data to 490 

inform instrument modifications. Cognitive interviews can contribute to the piece of an instrument’s 

overall validity argument by providing evidence of respondents’ response processes. Transparent 
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reporting of interview methods, analysis, and results are necessary to further solidify the validity 

evidence of an instrument. We examined 39 CER articles in which the authors used cognitive 

interviews to collect response process validity evidence. There was variation in how cognitive 495 

interviews were reported, specifically with respect to interview protocols, analysis of interview data, 

and/or resulting modifications to instruments. This manuscript’s goal is to support researchers in 

improving the validity of data obtained from research and educational instruments, developing 

purposeful protocols to collect and refine instruments based on evidence on students’ response 

processes, and ultimately improving the quality of data collection toward improving research 500 

outcomes.  
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