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Hydrogen bonding interactions central to various physicochemical processes are investigated in the
present study using ab initio-based machine learning potential energy surfaces. Abnormally strong
intramolecular O–H· · ·O hydrogen bonds occurring in β -diketone enols of malonaldehyde, and its
derivatives with substituents ranging from various electron-withdrawing to electron-donating func-
tional groups are studied. Machine learning force fields were constructed by using a kernel-based
force learning model employing ab initio molecular dynamics reference data. These models were
used for molecular dynamics simulations at finite temperature, and dynamical properties were de-
termined by computing proton transfer free energy surfaces. Chemical systems studied here show
progression towards barrierless proton transfer events at an accuracy of correlated electronic struc-
ture methods. Markov state models of the conformational states indicate shorter intramolecular
hydrogen bonds exhibiting higher proton transfer rates. We demonstrate how functional group sub-
stitution can modulate the strength of intramolecular hydrogen bonds by studying thermodynamic
and kinetic properties.

I. INTRODUCTION:

Hydrogen bonding interactions are essential in a
variety of physicochemical processes, such as, en-
zymatic catalysis,1–5 protein-protein interactions,6

nucleobase interactions in RNA and DNA,7 solid-
liquid interfaces,8,9 polymerizations,10 molecular
recognition11, etc.. Hydrogen bonding interac-
tions, which are considered as electrostatic in na-
ture, can also have a certain extent of covalency
in the bonding characteristics.12,13 Consequently,
the energy spectrum of hydrogen bonds (HBs) lies
in the broad range ∼1–40 kcal/mol.14,15 Among
such candidates intramolecular HBs in malonalde-
hyde (MA, propanedial) are extensively studied
experimentally12,16–19 as well as theoretically.20–29

Two equivalent minima of MA in their enolic forms
(enol-MA) exist in a symmetric double well poten-
tial energy surface (PES), connected via a transition
state (see Figure 1). MA and its derivatives come
from the 1,4-diketones family, where some of the
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shortest intramolecular hydrogen bond distances are
realized.30–39 The low energy barrier proton trans-
fer (PT) in such enolized systems is known to occur
due to the π-delocalization over the six-membered
cyclic transition state (TS) structure.36,37 The in-
troduction of electron-donating and/or electron-
withdrawing functional groups modulates the bar-
rier height.
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FIG. 1: Energy profile of proton transfer pathway:
Two equivalent enol-MA equilibrium structures are
interconverting via a transition state.
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MA and its derivatives have been used as model
systems in many studies where proton transfer was
central to the investigation.33 Specially for MA, tun-
neling splittings were characterized experimentally
by infrared spectroscopy.18,19 In fact, MA was stud-
ied extensively at various levels of theoretical meth-
ods starting from simple HF to high-level CCSD(T),
and the calculated O–H bond distance therein, lies
in the range of 1.69–1.88 Å23,40 compared to the ex-
perimentally determined value of 1.68 Å.41 So far,
the PT barrier height is estimated to be in the range
∼ 2.9–5.4 kcal/mol.23,42,43 The most reliable barrier
height known till now, was computed by Bowman
and co-workers using the CCSD(T) level of theory
at the basis set limit.23

However, computationally expensive nature of
the high-level QM methods poses certain limitations
in calculating accurate PES. Only by fully exploring
the phase space using a less expensive force field
(FF) based approach, one may reach the 3N−6 full-
dimensionality of the PES. Unfortunately, general
force fields are not suited for modelling such chem-
ical processes where covalent interactions, such
as, bond-formation and bond-breaking take place.
However, there are few reactive force fields which
were designed to study such PT in MA. One such
FF developed by Meuwly and co-workers estimated
a PT barrier height of 4.3 kcal/mol.26

For computationally intractable challenging
problems, modern machine learning (ML) tech-
niques have provided affordable yet accurate
solutions.44–57 Building of molecular force fields
based on ML architecture that uses the properties
from the ab initio stationary calculations and/or
ab initio molecular dynamics (AIMD)58 trajec-
tories in order to reconstruct the PES without
particularly employing any customized interatomic
potentials fitted to experimental data is one of the
current trends.59–62 Both neural network-53,63,64

and kernel-based65,66 machine learning force fields
(MLFFs) are nowadays being readily used in a
variety of applications for simulations of molecules
and materials. Both approaches can be used to con-
struct FFs via either energy and/or force learning.
Force learning maybe advantageous over energy
learning-based ML architecture;62 after all atomic
forces are key to MD simulations.52

In the present work we have chosen the sym-

metric gradient domain machine learning (sGDML)
approach of Chmiela et al..65 The sGDML model
was successfully employed in case of predicting the
PT in MA at the CCSD(T) level of accuracy with
only a few hundred reference conformations. Con-
sidering the accuracy and reasonably low computa-
tional cost, we have chosen the sGDML architecture
to further construct molecular FFs for the current
study.

A systematic study on various derivatives of mal-
onaldehyde has been carried out in order to find
suitable descriptors to characterize the strength of
intramolecular HBs. In the present work, deriva-
tives of MA consist of various electron-withdrawing
groups, like, CN, NO2, BH2 and electron-donating
groups, like, CH3, NH2, OCH3. Density functional
theory (DFT)-based AIMD energies and forces
were computed for generating reference datasets.
We have constructed MLFFs for all systems using
the sGDML model. MLFF was then employed to
explore the full-dimensional reactive PES, which
was not feasible using a conventional molecular
force field. Now, subtle quantum effects described
by the sGDML’s reconstructed PES enabled char-
acterization of the HB strength through geometri-
cal properties, π-delocalization indices, vibrational
spectra, and rates of proton transfer processes of
MA-systems. We have investigated how various
functional groups modulate the PT barrier, and
to what extent one can achieve a barrierless PT
process.67,68

II. METHODOLOGY

The working pipeline includes the following
steps: (1) Generation of reference datasets using
AIMD simulations, (2) Training sGDML models
and predicting force and energy labels, (3) Perform-
ing long timescale MD simulations using trained
models. The entire workflow is depicted in Figure
2, which is discussed in detail in the following sec-
tions.
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FIG. 2: Workflow from reference datasets
generation→ training models→ performing MD
simulations for computing trajectories at finite
temperature.

A. Reference datasets

Terminology used throughout: Molecular sys-
tems (a total of sixteen molecules) studied currently
are shown in Scheme 1. Here, parent malonalde-
hyde structure is shown with functional group sub-
stitutions at symmetrical carbons C1 and C3 by R1,
and at central carbon C2 by R2. Structure-types I–
IV, each consisting of a particular R1-substituent
defined in Scheme 2 are as follows: (1) Structure-
type I has H atom, (2) Structure-type II has CH3, (3)
Structure-type III has NH2, and (4) Structure-type
IV has OCH3. Therefore, “R1” term will be omit-
ted hereafter in the usage of structure-types and/or
structures in order to have compact notations. Each
structure-type has four molecules with different R2-
substituents. Subsequently, functional groups at R2
position will be mentioned explicitly without the
term “R2”. For example, NO2-structure I refers a
molecule where, R2 = NO2, and R1 = H; likewise,
BH2-structure III refers a molecule where, R2 =
BH2, and R1 = NH2.

In this study, the smallest system has 9 atoms,
and the largest has 19 atoms. Born-Oppenheimer
molecular dynamics (BOMD) simulations were per-
formed for generating reference data using the Car-
Parrinello MD (CPMD)69 package which integrates
DFT and MD methods. Starting structures were op-
timized and then AIMD trajectories were generated.

GTH pseudopotentials70–72 have been used for all
atoms and the valence electronic orbitals were ex-
panded in plane waves with the maximum kinetic
energy cutoff of 80 Rydberg. The PBE73 gradient-
corrected exchange-correlation functional was used.
The total energy was converged to 1E-7 Hartree
for a system in a cubic box of dimension 12 Å. A
timestep of 21 a.u. (∼ 0.5 fs) was used. The total
simulation length was 5 ps for each system. This re-
sulted in 9865 reference data points for each molec-
ular system. The equilibrium temperature was kept
at 300 K controlled with the Nóse-Hoover chain
thermostats.

Scheme 1

R1 = H, CH3, NH2, OCH3
R2 = H, CN, NO2, BH2

Scheme 2: Structure-types
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B. The sGDML model

The implementation details of the sGDML model
can be found in the original work by Chmiela and
co-workers.61,65 The sGDML model uses the kernel
ridge regression (KKR) technique,

(KHess(κ)+λI)~α = ∇VBO =−F (1)

trained on forces F. Here, KHess(κ) is the ker-
nel matrix. The regularization is done by hyper-
parameter λ . I and ~α are the identity matrix and
the parameter-vectors, respectively. Hessian matrix
of the kernel, Hess(κ) often termed as force field
kernel is obtained as the covariance between exam-
ples~x and ~x′

κ(~x,~x′) = 〈φ(~x),φ(~x′)〉H (2)

in the reproducing kernel Hilbert space H . Here,
φ : χ 7→H is the mapping from input space x ∈ χ

to feature space which is defined implicitly through
scalar-valued kernel function via so-called kernel
trick. Parametric Matérn family kernel functions
were used,

κ(d) = (1+

√
5d
σ

+
5d2

3σ2 )exp(−
√

5d
σ

) (3)

where, d = ||~x−~x′|| is the Euclidean distance be-
tween two inputs, and the length scale σ is a hyper-
parameter. With ~x = D(~r), the kernel function is
associated with the descriptor D; where, ~r is the
Cartesian molecular geometry. Each element of the
descriptor matrix is defined as the reciprocal of the
Euclidean distance for a pair of atoms.

Di j =

{
||ri− r j||−1 for i > j
0 for i≤ j

Prediction of forces are done using the force estima-
tor

f̂F(~x) =
M

∑
i

3N

∑
l

S

∑
q
(Pq~αi)l

∂

∂xl
∇κ(~x,Pq~xi) (4)

which collects all contributions (3N coordinates)
from all M training samples, and S symmetry trans-
formations realized by permutation matrix P. Fur-
ther, by integrating f̂F w.r.t. the Cartesian geometry,

the corresponding energy predictor is obtained.

f̂E(~x) =
∫

f̂F .dx =
M

∑
i

3N

∑
l

S

∑
q
(Pq~αi)l

∂

∂xl
κ(~x,Pq~xi)

(5)

C. MD simulations

In order to generate MD trajectories using
the MLFF, we have used Atomistic Simulation
Environment74 with a 0.2 fs timestep. A tempera-
ture of 300 K was maintained via a Langevin ther-
mostat. A thermostat friction value of 0.002 a.u.
was used for all systems unless stated otherwise.
Each trajectory of 500 ps (2500000 steps) long was
used to evaluate the performance of the sGDML
model. MD simulations were performed for all sys-
tems.

D. Kinetic analysis: PT rates

We have used the transition path theory
(TPT)75–77 to calculate the rates of the PT pro-
cesses as implemented in the PyEMMA78 package.
To model dynamical events involved in transitions
among various metastable states, a Markov state
model (MSM) was constructed using the MD simu-
lations data at a finite time interval (1 fs). MD con-
formational space was discretized into three-state
model using the O· · ·H distance feature. State 2
was defined as the transition state with a O· · ·H
separation of 1.2 Å, and the rest of the conforma-
tions are of state 1 and 3 types–corresponding to
a pair of minima. To estimate the MSM model,
a suitable lag time of 1 fs was chosen, and also
Chapman-Kolmogorov (CK) test was performed to
validate (Markovianity) the MSM models at higher
lag times.

III. RESULTS AND DISCUSSION

Each of the sGDML models is trained on a set
of reference datasets of consistent size with about
9.8k samples with a resolution of 0.5 fs. Energy
values (relative to the structure at the first timestep)
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FIG. 3: Energy and force prediction accuracies
measured by evaluation metric, mean absolute
error (MAE) as a function of training set size. All
sixteen models were trained on AIMD forces.

across the dataset span over a range of about 0–25
kcal/mol, and corresponding force magnitudes lie in
the range ∼50–250 kcal mol−1Å−1.

A. Accuracy of the model

Prediction accuracies of sGDML models in terms
of forces and energies are given in Figures 3a and
3b, respectively, as mean absolute error (MAE) ba-
sis of performance metrics. From Figure 3a, it can
be seen that all sGDML models achieve a force
accuracy of 1 kcal mol−1Å−1, using just about
200 training examples, except for the structure-type
IV which needed about 600 training examples to
reach the same accuracy. However, energy-based
ML models typically need 2–3 orders of magnitude
more data to gain comparable accuracy.60 Similarly,
the energy prediction accuracy is achieved below
0.3 kcal mol−1 for all models using just 200 training
examples (see Figure 3b). Figure S1 in Supplemen-
tary Material shows the convergence of MAE with
increasing training set size for six independent runs
per training set size for the molecule BH2-structure
III. This displays how errors are distributed: As the
training set size increases MAE is reduced, indicat-
ing a low variance of the errors. Additionally, en-
ergy and force predictions for all structures for a
consecutive 500 steps are given in Figures S2–S5
in Supplementary Material.

B. Ground state properties of ab initio accuracy

Firstly, MLFFs are used to optimize the mini-
mum energy structure of the enol-forms of all sys-
tems, and vibrational frequencies were computed
numerically (see Table S1 in Supplementary Ma-
terial for the OH stretch which is responsible for
the hydrogen transfer). O· · ·O distances of all op-
timized geometries are given in Table I where each
row is augmented with a 2nd row containing the val-
ues from the work of Schaefer and co-workers.33

It is interesting to see that among malonaldehyde
derivatives along the R1-series, i.e., substituents at
the symmetrical carbon, the shortest O· · ·O distance
was found for the NH2 substituent, irrespective of
the substituent at the R2-carbon (central carbon).
This trend is similar to what was reported earlier
by Schaefer and co-workers.33 Considering a fixed
R2-substituent, along the R1-series, O· · ·O distance
decreases as we move towards the electron-rich sub-
stituents, however it increases in case of the OCH3.
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TABLE I: O· · ·O distances (Å) between two oxygen atoms (O4 and O5, for numbering, see Scheme 1) in
MA and its derivatives. π-delocalization indices |Q| are given in parentheses. O· · ·O distances in lower
rows were calculated at DFT-B3LYP/DZP++ level of theory, taken from Ref.33

R2

R1
H CH3 NH2 OCH3

H 2.502 (0.108) 2.471 (0.099) 2.466 (0.083) 2.479 (0.093)
2.546 2.511 2.474 2.498

CN 2.483 (0.104) 2.469 (0.105) 2.457 (0.070) 2.455 (0.078)
2.526 2.471 2.448 2.464

NO2 2.485 (0.097) 2.436 (0.080) 2.415 (0.048) 2.449 (0.078)
2.521 2.423 2.380 2.442

BH2 2.468 (0.086) 2.433 (0.072) 2.424 (0.050) 2.437 (0.068)
2.499 2.419 2.398 2.421

The structure-type IV is showing almost always a
similar O· · ·O distance as in the case of structure-
type II. Now, for a fixed R1-substituent, along the
R2-series there is a decrease in the O· · ·O distance
as one goes from the H atom to BH2 functional
group, except for the NO2-structure III that has the
shortest O· · ·O distance among all systems studied
here. All these findings are very similar to the previ-
ously found results.33 This is quite convincing that
sGDML models are able to predict the ground state
geometries quite well.

Gilli and co-workers characterized the HB
strength by the π-delocalization index, |Q| =
d(C3−O5)− d(C1−O4)+ d(C1−C2)− d(C2−
C3) of the short conjugated chain connecting the
hydrogen bond donor and acceptor atoms.37 Fol-
lowing the same method, we have calculated |Q|
values, and tabulated them in Table I. The lower
the |Q| value is, the stronger the π-delocalization
a system shows. From Table I, we can see that
as the electron withdrawing inductive effect is in-
creasing along the R2-series, the |Q| value is de-
creasing. Hence, stronger the delocalization of the
π-conjugated system is, shorter the O· · ·O distance
becomes. To this end, π-delocalization index can be
a reasonable descriptor for predicting the strength of
a symmetrical intramolecular hydrogen bond.

C. MD results of ab initio quality

As, the performance of the models reached chem-
ical accuracy, we further used them to perform MD
simulations for longer timescales in order to have
sufficient sampling of the conformation space. So
that, we can have insightful analyses of thermody-
namic and kinetic properties of molecular systems.
In fact, well known sampling problem often limits
our ability to compute rare events using MD simu-
lations data. Followed by the seminal work on the
sGDML model of MA, it was shown that proton
transfer barrier in the symmetric double well poten-
tial of the MA molecule was about 4.0 kcal mol−1,
and the O· · ·O bond distance was about 2.38 Å.62

This is overwhelming as conventional force fields
unable to do it. However, Cooper et al. have used a
different approach where local part of the PES (in-
stead of global) associated to a transition state was
used for training a neural network model by tak-
ing into account energies, and their first and second
derivatives for calculating accurate rate constant us-
ing instanton theory.79

We have analyzed the free energy surface
from the MD trajectories obtained for each of
the sGDML models. Figure 4 shows the two-
dimensional free-energy surfaces as a function of
a pair of O· · ·H distances. It is evident that all
sGDML models are able to qualitatively describe
the symmetric double well potential (two minima)
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FIG. 4: Two-dimensional free energy surface along the two O· · ·H distances of the O· · ·H· · ·O PT reaction
coordinate for a malonaldehyde derivative consisting of a pair of R1 and R2 substituents. A total of sixteen
plots are shown.

connected via a transition state. We found that as
we go along either the R1-series or the R2-series
the energy barrier is decreasing. In case of the
structure-type I, PT barrier is lowered from∼ 4 to∼
3 kcal/mol. In case of the structure-type II, PT bar-
rier is lowered even more, from∼ 4 to∼ 2 kcal/mol.
In a very recent study, Qu et al. have calculated a
barrier of 3.5 kcal/mol for the H-structure II using a
∆-machine learning approach.80 Clearly, major sub-

stituent effects are seen in case of the structure-type
III. Here, PT barrier is seen to go down from ∼
2 to <1 kcal/mol. We are realizing almost barri-
erless transitions. Especially, NO2-structure III is
exhibiting the lowest PT barrier; earlier this value
was calculated at the MP2 level as 0.6 kcal/mol.31

Interestingly, BH2-structure III has an equivalent
PT energy barrier as the former. Besides, the area
of the PES is decreasing, i.e., O· · ·O distance is
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becoming shorter. Structure-type IV seems to be-
have more like Structure-type II even though OCH3
has stronger electron donating capability than CH3
group.

Presumably, larger OCH3 group in Structure-type
IV reduces the efficacy of the R2-substituents in
spite of their increasing electron withdrawing power
along the R2-series. Earlier too, it was found that
stronger electron withdrawing group at R2 and elec-
tron donating group at R1 tend to produce stronger
intramolecular hydrogen bonds. However, bulky
groups at R1 may have altered influence on the
hydrogen transfer barrier.33 They have calculated
high-level coupled cluster PT energy barriers at the
CBS limit. Presently, we are able to achieve ener-
getics of chemical processes using sGDML models
efficiently at the cost of MD with coupled cluster
accuracy. Substituent effect was often used as basis
for qualitative interpretation of HB strength.81 Here
too, we show the same from the free energy land-
scape computed using the MLFFs.

D. Kinetic analyses

Feature selection for constructing kinetic
models: We have computed the PT rates using
the MD trajectories which were simulated using
the sGDML FFs for all studied MA-systems. One
of the important aspects of analyzing kinetics of
a chemical process is the selection of the feature
which is able to describe its nature well. Despite
the large number of dedicated experimental and the-
oretical studies, our understanding on determinants
of HB strength is surprisingly fragmentary.82 Nev-
ertheless, O· · ·H distances are often used.81,83 The
population of the two O· · ·H distances is shown
in Figure 5. We have chosen four structures: H-
structure I, H-structure III, NO2-structure I, and
NO2-structure III to show the extent of substituent
effect on the O· · ·H population. We can clearly see
that NO2 substituent has significant effect on O· · ·H
population in structure-types I and III (shown in
Figures 5c and d, respectively) than H atom (Figures
5a and b); which is expected as the former is known
to have strong electron withdrawing power. Be-
sides, NO2-structure III has an electron-rich NH2
group at the R2 center. As a result, O· · ·H popu-

lations are affected here the most. From this, we
can easily infer that two O· · ·H distances are good
choices as features for kinetic modelling.

Discrete state kinetic models, like, Markov
state models (MSMs) are shown to be useful for
understanding conformational states involved in
bio(molecular) transitions.84,85 Pipeline of an MSM
model is given in Figure S6 in Supplementary Ma-
terial. MSM analyses results are shown in Fig-
ure 6 which shows the rate matrix obtained from
the three-state MSM, represented by a PyEMMA
network plot.78 After analyzing the fluxes between
the two metastable sets, it can easily be found that
major transfer of fluxes happens between states 1
and 3 via state 2. The individual transition rate
is given in the unit of fs−1. We can see that the
two minima (states 1 and 3) have larger populations
than the state 2 (TS) in all systems except NO2-
structure III and BH2-structure III molecules; here
state 2 has populations as high as states 1 and 3.
Comparing the rates along the R1-series, we can
see that PT rate is becoming higher from structure-
type I to II to III (row-wise). Also, along the R2-
series, PT rate is elevated, for example, from H-
structure I to CN-structure I to NO2-structure I to
BH2-structure I (column-wise). Similar trend was
observed in case of free energy barrier also. Us-
ing transition state theory, the rate of PT was calcu-
lated to be 0.0076 ps−1 (applying a frequency factor
of 1012s−1) for the parent MA86 with the activation
barrier of 2.91 kcal mol−1. In case of the structure-
type I we can see that rate is increased from 0.002–
0.004 fs−1 with R2-substituents varying from H
atom to functional group BH2. Whereas, structure-
type II changes its rate from 0.004–0.01 fs−1 as the
electron withdrawing effect of the substituents in-
creases. Structure-type III shows rate from 0.006–
0.014 fs−1 among various electron withdrawing
substituents. Structure-type IV showed similar PT
rates as structure-type II, likewise the trend, we saw
in case of free energy barriers. Rates of proton
transfer processes are found to be very consistent
with free energy barriers, as expected. In practice,
we know that as the barrier height decreases rate of
a chemical process should become faster. The pro-
ton transfer rate in Structure-type IV is only mod-
erately greater than the parent MA. This can be at-
tributed to the larger size of the OCH3 group. Mod-
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y (rOH , Å)
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FIG. 5: Joint probabilities, P(x,y) of the two O· · ·H distances of the O· · ·H· · ·O PT reaction coordinate
along with their individual probabilities. (a) H-structure I, (b) H-structure III, (c) NO2-structure I, and (d)
NO2-structure III. Probability values are scaled by a factor of 10 for clarity.

erate increase in reaction rates in case of the bulky
functional groups was suggested earlier as well.87

Our ML models are able to predict PT rates where
fundamental physical phenomenon of molecular ki-
netics are reflected. Therefore, PT rate could be a
reliable descriptor of intramolecular HB strength.

Finally, determined rates can be used in the Ham-
mett equation, logk = logk0 + ρσ . Where, k, and k0

are rates of the substituted and unsubstituted com-

pounds, respectively. The substituent constant σ

measures inductive effect relative to hydrogen of a
substituent in the meta- or para-center. Here, we
use the mesomeric constant (σ0

R)88 which is more
relevant considering the resonance-assisted nature
of the HBs presented in the current study. ρ can be
thought as the susceptibility of the reaction to the
inductive effects. Figure 7a and 7b shows log(k/k0)
for a given substituent at R2 (while R1 varies), and
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R2
R1 H CH3 NH2 OCH3

H

CN

NO2

BH2

FIG. 6: Kinetic rate network between metastable states (a pair of enol-MAs 1 and 3, and a TS 2) with
lifetimes of the order of femtoseconds. The arrows represent transitions between states, with their thickness
proportional to the transition probability. In every intermediate state, the flux that enters the state is equal to
the flux leaving the state. Similarly, disc area is proportional to the state population. Values above the
arrows quantify the transition rates between pairs of metastable sets. Each of the sixteen plots refers a MA
derivative consisting of a pair of R1 and R2 substituents.

at R1 (while R2 varies), respectively. Figure 7a
shows that PT rate increases as we move to the
electron-rich substituents, however drops in case of
the OCH3. Figure 7b shows that PT rate increases
till the electron-poor substituent NO2. Further, rates

are elevated for BH2 even though it functions as a
weak electron-withdrawing group. All these find-
ings suggest that both electronic and steric effects
are important factors for seemingly barrier less in-
tramolecular proton transfer in substituted malon-
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FIG. 7: Log(k/k0) as a function of the mesomeric constant σ0
R of (a) R2 substituents; shaded rectangle

showing the highest rate when R1 is NH2, and (b) R1 substituents; shaded rectangle showing the highest
rate when R2 is BH2. Dashed curves are the smooth Bézier interpolation of the solid lines, indicating how
log(k/k0) drops for OCH3 in (a) and for NO2 in (b) in spite of being the best electron-donating and
electron-withdrawing groups, respectively.

aldehydes.

IV. CONCLUSIONS

Occurrence of intramolecular hydrogen bonding
interactions are widespread in chemical and bi-
ological systems. Characterization of such HBs
help to determine their functional roles on enzy-
matic reactions, mechanism of action of drugs, base
pairing interactions in DNA, RNA, etc.. Malon-
aldehyde exhibiting intramolecular HBs has long
been serving as a prototype system for testing and
validating computational approaches, like, devel-
opment of reactive models for studying chemical
reaction dynamics. Here, we have extended the
pool of model systems by including various sub-
stituted MAs. Presently, the availability of ML
approaches enable simulations of full-dimensional
long timescale trajectories. In this study, we showed
that MLFFs are able to describe intramolecular
low energy barrier HBs at the high-level of QM-

accuracy. Here, free energy barrier of the proton
transfer process in symmetric OHO β -diketone tau-
tomers (O-H···O=C) was shown to modulate with
the nature of the substituents stemming from their
electronic and steric factors. MLFFs are indeed able
to capture the characteristic dynamical behavior of
the intramolecular HBs responsible for exhibiting
correct trend of the ground state structures as well
as the proton transfer kinetics studied by Markov
state modelling. We have shown that functional
group inductive effect can serve as a factual basis
for a smooth and consistent interpretation of HB
strength. It will be interesting to see how asym-
metric NHO resonance assisted hydrogen bonding
systems, like, arylazophenol (N=N···H-O) and its
arylhydrazo-quinone tautomer (N-NH···O=C) will
be influenced by the nature of the functional groups
apart from those considered in the present study,
like, various halogen functionalities.
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SUPPLEMENTARY MATERIAL

See supplementary material for additional informa-
tion on prediction accuracies, OH stretching fre-
quencies, and pipeline for Markov state modelling.
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