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Redox active molecules are of interest in many fields such as medicine, catalysis or energy storage. In
particular, in supercapacitor applications, they can be grafted to ionic liquids to form so-called biredox
ionic liquids. To completely understand the structural and transport properties of such systems, an insight
at the molecular scale is often required but few force fields are developed ad hoc for these molecules.
Moreover, they do not include polarization effects, which can lead to inaccurate solvation and dynamical
properties. In this work, we developed polarizable force fields for redox-active species anthraquinone (AQ)
and 2,2,6,6-tetra-methylpiperidinyl-1-oxyl (TEMPO) in their oxidized and reduced states, as well as for
acetonitrile. We validate structural properties of AQ, AQ•−, AQ2−, TEMPO• and TEMPO+ in acetonitrile
against density functional theory-based molecular dynamics simulations and we study the solvation of these
redox molecules in acetonitrile. This work is a first step toward the characterization of the role played by
AQ and TEMPO in electrochemical and catalytic devices.

I. INTRODUCTION

Redox-active molecules, such as anthraquinone (AQ)
and 2,2,6,6-tetra-methylpiperidinyl-1-oxyl (TEMPO),
have recently emerged as very promising species
in many fields, ranging from medical applications,1
catalysis2,3 to energy storage devices, such as redox-
flow batteries4–6 and supercapacitors7. For example,
in supercapacitor applications, redox-active molecules
can be grafted to ionic liquids, often employed as
electrolytes in such devices, in order to form so-called
biredox ionic liquids (BILs).8 Through redox processes
(the cation can be oxidized and the anion can be re-
duced), BILs can exchange electrons with the electrode,
leading to a significant increase of the capacitance of
the system.9,10

In a previous work, we have investigated the
electrochemical properties of these redox-active
molecules dissolved in acetonitrile by means of density
functional theory (DFT)-based Molecular Dynamics
(MD) simulations, where we employed a two Gaussian
state model in order to accurately calculate the redox
reaction free energies.11 However, in order to obtain
a better understanding of some of their properties
(e.g. transport coefficients such as the self-diffusion
coefficients), as well as to characterize larger and more
complex systems, for example, to explicitly model their
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adsorption on electrodes in supercapacitor systems,
classical MD simulations are required. Several force
fields, such as OPLS and AMBER, already exist in
the literature to model organic molecules and some
others have been developed ad hoc for the TEMPO
redox species.12 Nevertheless, it is well known that
polarization effects play a key role in the description
of transport properties of ionic liquids. Taking into
account polarization for the redox species can thus
be relevant when they are grafted to ionic liquids.
Their organization in the vicinity of a surface under an
applied electric field may also be affected.

In this work, using a well-established fitting pro-
cedure based on DFT reference calculations,13,14 we
develop a polarizable force field for AQ and TEMPO
species, in both their oxidized and reduced states.
The advantage of this method is that no experimental
information is used during the development, which
generally improves the transferability of the parameters
obtained. A schematic representation of the molecules
is provided in Figure 1. Since we start by investigating
their properties in acetonitrile, a new polarizable force
field for the solvent is also derived. This guarantees
that the same level of description/accuracy is used for
both the redox moieties and the solvent.

After validating the new force field, we provide
a general overview of the solvation properties of the
investigated systems.
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FIG. 1. Molecular structure of acetonitrile (ACN), anthraquinone (AQ) and 2,2,6,6-tetra-methylpiperidinyl-1-oxyl (TEMPO),
together with the atom labels used in this work.

II. METHODS

A. Force-field model

The intramolecular potential is described using Eq. 1:

Vintra =
∑
bonds

k0,r (|rij | − r0)2 +
∑
angles

k0,θ (|θijk| − θ0)2(1)

+
∑

dihedrals

0.5 [ v1(1 + cos(φijkl)) + v2(1− cos(2φijkl))

+v3(1 + cos(3φijkl)) + v4(1− cos(4φijkl)) ]
A scaling factor of 0.5 is used for the 1-4 electrostatic
and Van der Waals interactions, similarly to the OPLS
force field.

Intermolecular interactions are described following
Eq. 2. The first term corresponds to the charge-charge
electrostatic interaction, where qi and qj are the par-
tial charges on atoms i and j. The two following terms
represent a Fumi-Tosi potential15,16; they consist of a
repulsion part and a dispersion part,

Vinter =
∑
i<j

(
qiqj

rij
+Aij exp(−Bijrij)

−f ij6
Cij6
(rij)6

− f ij8
Cij8
(rij)8

)
+ Vpol (2)

with Cij6 and Cij8 the dipole-dipole and the dipole-
quadrupole dispersion coefficients, respectively. Com-
binations rules used for different atom types can be
found in the SI. Tang-Toennies dispersion damping
functions17 f ijn (Eq. 3) stand for the short-range pen-
etration correction to the asymptotic multipole expan-
sion of dispersion, where the Bijn parameter sets the
range of the damping effect.

f ijn (rij) = 1− exp(−Bijn rij)
n∑
k=0

(Bijn r
ij)k

k!
(3)

The last term of Eq. 2 refers to the polarization part
of the potential (Eq. 4), where αi is the polarizability
of atom i, µi are the induced dipoles and T

(1)
α (rij) =

−rα/r3, T(2)
αβ(r

ij) = (3rαrβ − r2δαβ)/r5 are the charge-
dipole and dipole-dipole interaction tensors, respec-
tively.

Vpol =
∑
ij

[
(qiµjαg

ij(rij)− (qiµiαg
ji(rij))T(1)

α (rij)

−µjαµ
j
βT

(2)
αβ

]
+
∑
i

(
1

2αi
|µi|2

)
(4)

Here also, Tang-Toennies functions gijn (rij) (Eq. 5)
are included to account for the short-range damping
effects, with cij the strength of the ion response to the
short-range effects. All atoms pairs ij have the same
damping functions parameters, n = 4, bij4 = 2.0 a.u.−1

and cij4 = 1.0, in order to reduce the number of fitting
parameters.

gijn (r
ij) = 1− cijn exp(−bijn rij)

n∑
k=0

(bijn r
ij)k

k!
(5)

Unlike the partial charges, which are fixed parame-
ters, the induced dipoles are additional degrees of free-
dom which are calculated self-consistently at each time
step. In practice, this is made by minimization of Vpol
through a conjugate gradient procedure18,19 albeit al-
ternative approaches involving constrained molecular
dynamics techniques have recently been proposed20.

B. Force-field fitting procedure

Six systems have been considered during the fitting
procedure, pure ACN, AQ in ACN, AQ•− in ACN,
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System Pure ACN AQ/ACN TEMPO/ACN
N(ACN) 216 500 800 1400 2000 95 96

Box length (Å) 26.10 35.13 41.08 49.51 55.76 20.55 20.59
Intermolecular cutoff (Å) 13.23 15.00 15.00 15.00 15.00 10.05 10.05
Simulation time (ns) 10 10 10 20 20 50 50

TABLE I. MD simulations details. For AQ and TEMPO simulation parameters are the same for the oxidized and reduced
state.

AQ2− in ACN, TEMPO• in ACN and TEMPO+ in
ACN. Note that for all species, intramolecular equilib-
rium distances and angles (r0 and θ0) are fixed to the
average values obtained from our previous DFT-MD
simulations.11

• For acetonitrile and non-radical species, i.e AQ
and TEMPO+, ten representative configurations
were taken. On each configuration, forces and in-
duced dipoles were computed at the DFT level.
Details of these calculations are provided in the
Supplementary Information. All force-field pa-
rameters have been fitted, with the exception of
the r0 and θ0 values.

• For AQ•− and AQ2−, we kept all the fitted param-
eters of AQ (i.e. force constants for bonds and an-
gles, dihedral parameters and Tosi-Fumi parame-
ters). Only the atomic charges were changed: new
atomic charges for AQ•− and AQ2− were obtained
by subtracting 0.0625 and 0.125 from the atomic
charges of the carbons and the oxygens of AQ,
respectively. Atomic charges for hydrogen atoms
were not modified.

• For TEMPO•, we fitted force constants for bonds,
angles and dihedral parameters and we kept the
Tosi-Fumi parameters of TEMPO+. The atomic
charges were obtained by adding 0.1 to the CA,
CB and CC carbons, 0.05 to the CD carbons and
0.15 to N and O atoms (see Figure 1 for the atom
labels).

Atomic polarizabilities, αi, were left as free parame-
ters in the case of acetonitrile. For the redox species,
they were calculated using a specific procedure devel-
oped by Heid et al.21,22. For each redox molecule,
single-point calculations were run with an applied elec-
tric field of 0.0008 a.u. in the positive and negative x,
y and z directions. These six single-point calculations
were performed at the DFT level using the Gaussian09
package,23 with the UB3LYP+D3 functional and def2-
TZVPPD basis set. Using GDMA,24,25 atomic dipoles
were calculated, allowing us to finally obtain atomic
polarizabilities. Since the DFT calculations were per-
formed in the gas state, we applied a scaling factor of
0.7 to the computed atomic polarizabilities for use in
the liquid state.26

Using an iterative procedure, the potential param-
eters are fitted by minimizing the deviation χ2(A)

(Eq. 6) of ADFT
i (which is either the set of forces or

dipoles) obtained from the DFT calculations.

χ2(A) =

∑N
i |A

DFT
i −AFF

i |2∑N
i |A

DFT
i |2

(6)

Although the prediction of the density of the sys-
tems should be improved by the use of dispersion
corrections in the DFT calculation27, the agreement
with experiments is not perfect for the latter. To
overcome this shortcoming, at the end of the fitting
procedure, the Cij6 and Cij8 Fumi-Tosi parameters were
empirically scaled by a factor 1.08 in order to recover
the experimental density of acetonitrile.

All force-field parameters for both acetonitrile
and the redox-active molecules are summarized in
Tables S1 to S6 in the SI.

Classical MD simulations were performed using
the MetalWalls code.28 Details of the simulations are
reported in Table I. In the case of the redox systems,
simulation cells were made of one redox molecule
(either AQ, AQ•−, AQ2−, TEMPO• or TEMPO+)
dissolved in acetonitrile. Cubic cells were built using
the PACKMOL package.29 A first NPT run at 298 K
and 1 atm was performed to reach the experimental
density of acetonitrile. Then, the simulations were car-
ried out in the NVT ensemble (at a fixed temperature
of 298 K), after 1 ns of equilibration. A timestep of 1 fs
was used and the trajectory was saved every 500 fs.
The equations of motion were integrated using the
velocity-Verlet algorithm and the temperature was kept
constant using a chain Nosé-Hoover thermostat.30,31
The Ewald summation method was used for electro-
static interactions. Cutoff values for van der Waals
interactions are listed in Table I.

Radial, dihedral and spatial distribution functions
as well as structure factors were calculated using the
TRAVIS software.32 All other analyses were performed
with in-house written codes.
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III. RESULTS AND DISCUSSION

A. Pure acetonitrile

In order to analyze the liquid structure, we calcu-
lated radial distribution functions, RDFs, of a selected
subset of atoms from the MD trajectory (see Figure 2,
top and middle panels, and Supplementary Figure S1).
The strongest interaction is between the nitrogen atom
and the methyl group (N1-C2), with a first sharp peak
in the RDF due to the head-tail attractive electrostatic
interactions.

In general, as visibile in Figure 2 and Supple-
mentary Figure S1, the RDFs obtained using our
new force field compare well with those obtained in a
previous DFT-MD simulation11. There is, however, a
small difference for the N1-H RDF (Figure 2, middle
panel) that indicates small differences in the local
liquid structure. The DFT-MD-calculated N1-H RDF
features two broad peaks, while a first intense peak
followed by a less intense peak are present in the
classical one. These two peaks can respectively be
assigned to the case where two H atoms belonging to
the same methyl group are coordinated with the N1
atom of another molecule in a bidentate mode for the
former, and to a monodentate coordination involving
a single H-N contact for the latter. The population of
the two coordination modes slightly differs between the
two methods. We furthermore note that the obtained
RDFs are in agreement with the ones obtained from
previous non-polarizable six-site models by Grabuleda
et al.33 and Nikitin et al.34, and the three-site models
of References 35–38.

The integration of the C1-C1 RDF of Figure S1 up
to the first minimum (around 6 Å) is a measure of the
number of ACN molecules in the first solvation shell
of a reference acetonitrile molecule. We found approx-
imately 12 molecules, which is in agreement with X-
ray diffraction40 as well as neutron scattering41 exper-
iments. Moreover, we observe a good agreement be-
tween the X-ray diffractogram calculated using our force
field and the experimental one39 (see Figure 2, bottom
panel).

The infrared spectrum of liquid acetonitrile was
also calculated from the imaginary part of the total
dielectric function, following the procedure of Caillol
et al.43,44. The spectrum is shown in Figure 3, and
compared to the experimental result.42 For conve-
nience, we convert the imaginary part of the total
dielectric function into absorption coefficients. In
the experimental spectrum, one can identify seven
bands. The comparison between the experimental and
simulated frequencies are reported in Table II. Our
force field is able to reproduce well the acetonitrile
vibrational modes with deviations between 1 and 8%
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FIG. 2. Comparison between the intermolecular N1-C2
(top) and N1-H (middle) RDFs, calculated by DFT-MD
simulation11 and those calculated using the fitted force field
(FF). Bottom panel: comparison between the X-ray struc-
ture factor as obtained by experiment and calculated using
the FF.39

Exp. FF Error (%)
Sym. stretching 3006 2990 5.32
Asym. stretching 2946 2889 1.94
CN stretching 2259 2232 1.20
CH3 asym. deformation 1448 1360 6.08
CH3 sym. deformation 1384 1280 7.51
CH3 rocking 1041 957 8.07
C-C stretching 920 853 7.28

TABLE II. Characteristic frequencies (cm−1) of the imagi-
nary part of the dielectric function (see Figure 3) obtained
from our force field, compared to experiments.
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FIG. 3. Imaginary part of the dielectric function of liquid
acetonitrile, calculated with the fitted force field, compared
to experiments.42

from the experimental values. The largest deviations
are found for CH3 symmetrical and asymmetrical
deformation, CH3 rock and C-C stretch, but it should
be kept in mind that CH3 deformation may include
quantum effects that we cannot reproduce in our
classical simulations.

Other properties of liquid acetonitrile (namely heat
of vaporization, dielectric constant, diffusion coefficient
and viscosity) were also computed. They are sum-
marized in Table S7 in the SI and compared to the
respective values obtained with force fields from the
literature33,34,45,46 as well as to experimental data47–58;
a good agreement is observed for all properties.

B. Redox-active species

1. Anthraquinone

In order to assess the validity of the parameters for
redox-active species, we have first computed a series
of RDFs between anthraquinone and acetonitrile for
all redox states, namely AQ, AQ•− and AQ2−. The
results are shown in Figure 4 and Supplementary
Figure S3, together with those obtained from DFT-MD
simulations. In general, a good agreement is observed
between the DFT and classical MD simulations, show-
ing the ability of our force field to correctly describe
the structural organization of acetonitrile around AQ
at the various oxidation states.

In particular, the strongest interaction of the
redox species and the acetonitrile occurs via the
AQ-oxygen atom and the methyl group. The OO-C2
RDF is shown in Figure 5a for the three redox states
(namely AQ, AQ•− and AQ2−). We see that the more
negatively charged the molecule is, the more intense is
the RDF first peak while its position remains the same,
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FIG. 4. Intermolecular anthraquinone-acetonitrile RDFs
calculated from DFT-MD simulations (blue) and using our
force field (magenta): OO-C2 (left), OO-N1 (right) for AQ
(top), AQ•− (middle) and AQ2− (bottom).

suggesting that the acetonitrile first solvation shell
around the carbonyl group becomes more crowded.
The increase in the number of ACN molecules is
accompanied by a modification of their orientation as
shown in Figure 5b, where the dihedral distribution
function (DDF) between the carbonyl bond and the
acetonitrile molecules belonging to the first solvation
shell is reported. While there is no preferential orienta-
tion in the case of AQ•−, acetonitrile molecules are well
oriented in the case of AQ and AQ2−. In particular, for
AQ2− the prefered dihedral is about ±180◦, meaning
that the acetonitrile molecules are facing the carbonyl
bond of AQ2−, while a distribution centered at 0◦ is
observed in the case of AQ. The different behavior
found for AQ and AQ2− is visualized in Figure 5c,
which depicts the spatial distribution functions, i.e.
the 3-dimensional arrangement of acetonitrile around
the redox molecules. For AQ, the methyl group of
ACN (orange surface in Figure 5c) approaches only the
area around the carbonyl bond, producing an empty
space below and above the plane, while in the case
of AQ2− it is found all around the molecule. As a
consequence, the nitrogen (blue surface in Figure 5c) is
located at greater distance than the methyl group for
AQ2−, whereas it fills the empty space for AQ. This
observation is in agreement with the RDFs in Figure 4.
A shift in the position of the first peak between the
OO-N1 and the OO-C2 RDFs is found for AQ2−, while
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FIG. 5. a. Radial distribution function (RDF) between the oxygen of anthraquinone and the methyl carbon of acetonitrile for AQ
(blue), AQ•− (magenta) and AQ2− (orange). b. CO-OO-C2-N1 dihedral distribution function (DDF) between anthraquinone
and acetonitrile for AQ, AQ•− and AQ2−. The DDFs were computed considering only ACN molecules for which the distance
between OO and C2 is below 4.0 Å. c. Spatial distribution functions (SDFs) of the nitrogen (N1, blue) and the methyl carbon
(C2, orange) of acetonitrile around AQ (left) and AQ2− (right). We use an isovalue of 30 nm−3 for C2 and 25 nm−3 for N1.

for AQ these two peaks have almost the same position.

2. TEMPO

In order to validate the force-field parameters of
TEMPO-redox species, we first examine the structural
organization of acetonitrile around them (Figure 6 and
Supplementary Figure S4), analogously to AQ. We note
that the NO moiety in TEMPO complicates the force-
field development procedure compared to AQ, requiring
a careful optimization of out-of-plane bending and tor-
sion. The resulting force-field produces a good agree-
ment between DFT and classical MD simulations.

In the following, we analyze the interaction between
the NO moiety of TEMPO and acetonitrile in detail.
The total number of ACN molecules in the first solva-
tion shell (calculated with respect to the ACN center
of mass, O1-OCM) is almost the same for TEMPO•

and TEMPO+ (3.1 and 3.3, respectively). However,
the distribution and orientation of acetonitrile around
TEMPO• and TEMPO+ differs significantly between
them, visible in the RDFs for TEMPO-O and either
the methyl group or the nitrogen atom of acetonitrile.
For TEMPO•, the NO oxygen is preferably coordinated
to the ACN methyl group, visible from the large peak
in the O1-C2 RDF (with a coordination number of
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FIG. 6. Intermolecular TEMPO-acetonitrile RDFs calcu-
lated from DFT-MD simulations (blue) and using our force
field (magenta): O1-N1 (top) and O1-C2 (bottom) for
TEMPO• (first column) and TEMPO+ (second column).



7

FIG. 7. Top panel: spatial distribution functions (SDFs)
of the nitrogen (N1, blue) and the methyl carbon (C2, or-
ange) of acetonitrile around TEMPO• (left) and TEMPO+

(right). Bottom panel: representative snapshots of the ace-
tonitrile preferential orientation in the first solvation shell
of TEMPO• (left) and TEMPO+ (right). We use an iso-
value of 28 nm−3 for C2 and 45 nm−3 for N1. Coordination
numbers between the oxygen atom of TEMPO (O1) and
either C2, N1 or center of mass (COM) of acetonitrile are
respectively 2.9, 1.1, 3.1 for TEMPO• and 2.2, 2.9 and 3.3
for TEMPO+. The cutoff values used to compute the co-
ordination numbers are 4.4 Å, 4.1 Å and 4.8 Å for O1-C2,
O1-N1 and O1-COM, respectively.

2.9) and the missing peak in the O1-N1 RDF (with
a coordination number of only 1.1). In contrast, the
oxygen atom in TEMPO+ is coordinated both to the
methyl group and the nitrogen group of acetonitrile
(the O1-C2 and O1-N1 coordination numbers are 2.2
and 2.9, respectively). The 3D-organization of ACN
around TEMPO• and TEMPO+ is furthermore visual-
ized in Figure 7, depicting the spatial distribution func-
tions (SDFs) of the methyl carbon (orange) and nitro-
gen (blue) of acetonitrile around the NO moiety. Only
a very large orange isosurface is observed for TEMPO•,
while both orange and blue isosurfaces are observed for
TEMPO+. In the latter case, this suggests that there is
no preferential orientation of ACN in the first solvation
shell of TEMPO+, with some molecules pointing to-
ward the NO moiety with the methyl group, some with
the nitrogen atom and some others with both groups.
A representative snapshot is shown in Figure 7, bottom
panel. This result suggests that there is only a differ-
ence in the orientation but not in the absolute number
of acetonitrile molecules in the first solvation shell for
the two redox states. In contrast, for AQ the first sol-
vation shell of acetonitrile around the cabonyl oxygen
becomes increasingly more crowded going from AQ to
AQ2−.

IV. CONCLUSION

In this work, a polarizable force-field was fitted to
DFT calculations for AQ and TEMPO redox-active
species in their various oxidation states as well as for
acetonitrile. The structural organization of acetonitrile
around AQ and TEMPO in both their oxidized and re-
duced states was sucessfully validated against previous
DFT-MD simulations. We furthermore characterized
their respective solvation shells in detail. An increase
in the number of acetonitrile molecules around the
AQ-oxygen atoms is found when going from AQ to
AQ2−, which is accompanied by a change in the
acetonitrile orientation. On the contrary, no changes
in the total coordination number of ACN around the
NO moiety are observed for TEMPO• and TEMPO+,
with only a difference in the preferential orientation.

The development of such a polarizable force
field represents the first step toward the use of classical
molecular dynamics simulations for the characterization
of AQ and TEMPO redox-active molecules in many
fields, for example in the case of biredox ionic liquids
in supercapacitors. Calculating quantities such as the
diffusion coefficients of the species adsorbed inside
electrified nanopores will be possible and necessary
to assess the power performance of the corresponding
supercapacitors. Predicting the behavior of these
molecules will also benefit other fields, since TEMPO
is widely used in catalysis applications59 and AQ
derivatives may be employed in redox-flow batteries in
the future60,61.

SUPPLEMENTARY MATERIAL

See the supplementary material for Fumi-Tosi com-
binations rules, details of DFT calculations, force field
parameters, intermolecular RDFs for acetonitrile, AQ,
AQ•−, AQ2−, TEMPO• and TEMPO+, acetonitrile
properties such as heat of vaporization, dielectric con-
stant, diffusion coefficient and viscosity.
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