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Abstract 
Variational quantum eigensolver (VQE)-based quantum 

chemical calculations of atoms and molecules have been 
extensively studied as a computational model using noisy 
intermediate-scale quantum devices. VQE uses a parametrized 
quantum circuit defined through an “ansatz” to generate the 
approximated wave functions, and thus appropriate choice of an 
ansatz is the most important step. Because most of chemistry 
problems focus on the energy difference between two electronic 
states or structures, calculating the total energies in different 
molecular structures with the same accuracy is essential to 
correctly understand chemistry and chemical processes. Here we 
applied numerical simulations of VQE to the quasi-reaction 
pathway of Be insertion to H2 molecule, which is the 
representative systems of both dynamical and static electron 
correlation effects are prominent. Our numerical simulations 
revealed that the energy calculated using the conventional 
unitary coupled cluster (UCC) ansatz exhibits large discrepancy 
from the full-configuration interaction (CI) value around the 
point where an avoided crossing occurs. We demonstrated that 
the multireference unitary coupled cluster with partially 
generalized singles and doubles (MR-UCCpGSD) ansatz can 
give more reliable results in respect of total energy and the 
overlap with the full-CI solution, insisting importance of 
multiconfigurational treatments in the calculations of strongly 
correlated systems. 
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1. Introduction 
Quantum computers have emerged as one the most 

disruptive technologies in current science. Computational costs 
on classical computers of certain problems like prime 
factorization and group isomorphism grows exponentially 
against the problem size, but it can be solved in polynomial time 
by using quantum computers.1,2 Quantum computers use a 
quantum bit (qubit) as the minimum unit of information, which 
can be in arbitrary superposition of |0〉 and |1〉 states as in eq (1), 
where |0〉 and |1〉 represent the basis of the quantum states in the 

Dirac’s bra-ket notation, while classical bits can have only one 
of two values, either 0 or 1.3 Quantum superpositions and 
entangled quantum states are the sources of computational 
powers of quantum computers.  

|𝜑⟩ = 𝑐|0⟩ + 𝑐ଵ|1⟩ ≐ ቀ
𝑐

𝑐ଵ
ቁ   (1) 

Among the diverse topics in quantum computing and 
quantum information processing, sophisticated quantum 
chemical calculations of atoms and molecules are one of the 
most intensively studied realms as the near future applications of 
quantum computers. In 2005, Aspuru-Guzik and coworkers 
proposed a quantum algorithm for full-configuration interaction 
(CI) calculation that gives variationally best possible wave 
function within the space spanned by the basis set being used, by 
utilizing a quantum phase estimation (QPE) algorithm.4 Proof-
of-principle experiments of the full-CI calculations of H2 
molecule with the minimal (STO-3G) basis5 were reported in 
2010 by using photonic6 and NMR7 quantum processors. Since 
then, great number of theoretical and experimental studies on the 
quantum chemical calculations on quantum computer have been 
reported. QPE-based full-CI is very powerful and exponential 
speedup against classical counterpart is guaranteed, but the 
quantum circuit for QPE-based full-CI is so deep that it is quite 
difficult to obtain meaningful results unless quantum error 
correction code is implemented and fault-tolerant quantum 
computing is realized.  

A quantum–classical hybrid algorithm known as a 
variational quantum eigensolver (VQE) was proposed in 20148,9 
as the alternative computational model in the noisy intermediate-
scale quantum (NISQ)10 era. VQE uses a quantum processing 
unit (QPU) for the preparation of approximated wave function 
by utilizing parameterized quantum circuits and evaluation of 
energy expectation values, and a classical processing unit (CPU) 
for the variational optimizations. The parametrized quantum 
circuit is defined by an empirical “ansatz”, and thus the ansatz 
used in the computation determines the accuracy of wave 
function and energy. Chemists’ intuition-oriented ansatzes such 
as unitary coupled cluster (UCC) ansatz,11,12 and adaptive 
derivative-assembled pseudo-Trotter ansatz (ADAPT),13 qubit 
coupled cluster,14 and more heuristic ansatzes called as 
“hardware-efficient” ones15 have been well investigated.  

So far, a wide variety of theoretical developments have 
been made in VQE. For example, development of new 
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ansatzes,16–24 qubit reductions by utilizing natural orbitals,25,26 
extension of ansatzes for larger systems,27–30 introduction of 
error mitigation techniques,31–33 spatial and spin symmetry 
adaptations,34–37 reduction of the number of qubit 
measurements,38–41 applications for electronic excited states,42–

45 and so on. Proof-of-principle demonstrations on quantum 
devices were also reported.46–50 Recent reviews in this field can 
be found elsewhere.51–55  

From the viewpoint of chemistry, we emphasize that most 
of problems in chemistry focus on the energy differences 
between two or larger number of electronic states or geometries, 
rather than the total energies themselves. To understand 
chemistry and chemical processes correctly and to make 
quantum computers useful in the investigations of real-world 
chemistry problems, calculating various electronic structures 
and molecular systems with the same accuracy is essential. Most 
of theoretical studies on the VQE-based energy calculations 
focuses on the simple potential energy curves by stretching 
covalent bonds or changing bonding angles, or simple concerted 
chemical reactions. It is interesting whether VQE is able to 
correctly describe more complex chemical reactions; for 
example, reactant and product have different electronic 
configurations and avoided crossing between the ground and 
excited states is involved in the reaction pathway. If avoided 
crossing is present in the reaction process, the wave function 
around the crossing point cannot be well approximated by a 
single Slater determinant like Hartree–Fock (HF) and by a single 
configuration state function (CSF). In such systems both 
dynamical and static (or non-dynamical) electron correlation 
effects are prominent, and non-variational single-reference 
molecular orbital theories such as the second-order Møller–
Plesset (MP2) and coupled cluster with singles and doubles 
(CCSD) becomes less reliable.56–58  

In this work, we focus on the beryllium atom insertion 
reaction to H2 to generate a BeH2 molecule illustrated in Figure 
1 as the representative example of the chemical reactions of 
which S0–S1 avoided crossing is involved. This reaction pathway 
has been precisely investigated as the model system of 
multiconfigurational electronic structure treatments.59–65 As 
clearly seen in Figure 1, this reaction pathway contains avoided 
crossing at R(Be···H2) ~ 2.75 Bohr, and it is a good testing 
ground for the sophisticated quantum chemical calculations 

using VQE. It should be also noted that this system is illustrative 
in teaching physical chemistry including molecular orbital 
theory and valence bond descriptions. We examined numerical 
simulations of VQE along the quasi-reaction pathway in C2v 
symmetry by using conventional UCCSD ansatz and a 
multireference unitary coupled cluster with partially generalized 
singles and doubles (MR-UCCpGSD) ansatz, focusing on the 
accuracy of wave functions and energies.  

The paper is organized as follows. In the section 2 we 
briefly review the quantum chemical calculations using VQE, 
and ansatzes used in VQE. Section 3 summarizes computational 
conditions for the numerical simulations. Results of the 
numerical simulations are given in section 4, and summary and 
future perspectives are given in section 5.  

 
2. Theory 

Here we briefly review the theoretical methods for 
quantum chemical calculations using VQE. The schematic view 
of the VQE-based quantum chemical calculations is provided in 
Figure 2. VQE consists of two parts, computations on QPU and 
those on CPU. QPU repeatedly executes preparation of an 
approximated wave function using a parametrized quantum 
circuit and following qubit measurements to calculate an energy 
expectation value. Information of the energy expectation value 
is transferred to CPU, and CPU carries out variational 
optimization of the parameters and convergence check. If the 
variational calculation did not converge, a set of information of 
the revised parameters are returned to QPU, and QPU executes 
evaluation of the energy expectation value using the new 
parameters.  

In order to execute VQE, wave function should be mapped 
onto qubits. Several approaches for fermion–qubit mapping have 
been proposed,4,66–70 and we used a Jordan–Wigner 
transformation (JWT) in this study.4,66 In the JWT each qubit 
possesses an occupation number of particular spin orbital; the 
qubit is in the |1〉 state if the spin orbital is occupied, otherwise 
|0〉. Electronic Hamiltonian H defined in second quantized 
formula is given in eq (2), where ap

† and ap are creation and 
annihilation operators, respectively, acting on the p-th spin 
orbital. hpq and hpqrs are one- and two-electron molecular orbital 
integrals, respectively, and they are computed on classical 
computers prior to quantum simulations. By applying the JWT, 
creation and annihilation operators are transformed to the linear 
combination of the direct product of Pauli operators, by using 
eqs (3) and (4).   

𝐻 = ∑ ℎ𝑎
ற𝑎 +

ଵ

ଶ
∑ ℎ௦𝑎

ற𝑎
ற𝑎௦𝑎௦  (2) 

𝑎
ற =

ଵ

ଶ
൫𝑋 − 𝑖𝑌൯ ∏ 𝑍௧௧ழ    (3) 

𝑎 =
ଵ

ଶ
൫𝑋 + 𝑖𝑌൯ ∏ 𝑍௧௧ழ    (4) 

Here, Xp, Yp, and Zp are Pauli operators defined in eqs (5)–

 
Figure 2. A schematic view of the VQE-based quantum 
chemical calculations.  

 

Figure 1. The quasi-reaction pathway being investigated. The 
horizontal axis represents the distance between Be atom and 
the centroid of H2. Red and blue lines specify the potential 
energy curves of the 1 1A1 and 2 1A1 states, respectively. Open 
circles represent the full-CI energies. 
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(7), acting on the p-th qubit.  

𝑋 = ቀ
0 1
1 0

ቁ    (5) 

𝑌 = ቀ
0 −𝑖
𝑖 0

ቁ    (6) 

𝑍 = ቀ
1 0
0 −1

ቁ    (7) 

Under the JWT the electronic Hamiltonian is transformed 
to a qubit Hamiltonian as in eqs (8) and (9).  

𝐻 = ∑ 𝑤𝑃     (8) 

𝑃 = 𝜎ே⨂𝜎ேିଵ⨂ ⋯ ⨂𝜎ଵ,  𝜎 ∈ {𝐼, 𝑋, 𝑌, 𝑍} (9) 

Here, N is the number of qubits used for wave function 
storage. In the JWT N equals to the number of spin orbitals 
included in the active space. The qubit Hamiltonian consists of 
Pauli operators and its expectation value can be calculated 
statistically, by repetitively performing wave function 
preparation and subsequent qubit measurements.  

An approximate wave function is generated on QPU by 
using a parametric quantum circuit defined through an ansatz, 
and thus selection of appropriate ansatz is the most important 
process. Ansatzes used in VQE-based quantum chemical 
calculations can be roughly classified into two categories; 
chemistry inspired and hardware efficient ones.55 The most 
famous chemistry inspired ansatz is the unitary coupled cluster 
(UCC) ansatz. The UCC wave function is defined as in eqs (10) 
and (11).11 

|Ψେେ⟩ = exp 𝜏 |Ψ⟩ = exp൫𝑇 − 𝑇ற൯ |Ψ⟩ (10) 

𝑇 = ∑ 𝑡𝑎
ற𝑎 + ∑ 𝑡𝑎

ற𝑎
ற𝑎𝑎 + ⋯ (11) 

In eq (10) |Ψ⟩  is the reference wave function and HF 
wave function |HF〉 is usually used. T defined in eq (11) is the 
operators describing electron excitations from the occupied 
orbitals to the virtual orbitals in the reference wave function. 
Throughout this paper we use indices i, j, and k for occupied, a, 
b, and c for unoccupied, and p, q, r, and s for general spin orbitals. 
We used u and v for the indices for general molecular orbitals. 
Compared with the conventional coupled cluster (CC) method, 
the UCC wave function in eq (10) takes into account electron de-
excitations from the unoccupied to occupied orbitals (T†) as well 
as electron excitations T. Calculation of the UCC wave function 
on a classical computer is difficult, because the Baker–
Campbell–Hausdorff (BCH) expansion of the similarly 
transformed Hamiltonian 𝑒ି൫்ି்൯𝐻𝑒൫்ି்൯  does not 
terminate. By contrast, preparation of the UCC wave function on 
quantum computer is straightforward, because exp൫𝑇 − 𝑇ற൯ is 
a unitary operator. Since the CCSD(T) (single and double 
excitation operators are considered, and effects of connected 
triples are taken into account through many body perturbation 
theory) method is regarded as the "gold standard" in quantum 
chemistry, the UCC with singles and doubles (UCCSD) can be a 
practical tool for reliable quantum chemical calculations on 
quantum computers. However, it is well known that the 
approximation of conventional coupled cluster methods like 
CCSD becomes worse when static electron correlation effect is 
significant and wave function cannot be well approximated at 
the HF level. As a result, conventional CCSD cannot describe 
the potential curve associated to covalent bond dissociation 
correctly where static correlation is crucial.57,58 Note that 
UCCSD on VQE is solved by using variational principle and 
thus variational collapse never occurs. Nevertheless, it is still 
unclear whether the UCCSD ansatz can afford to describe 

electronic structure of strongly correlated systems accurately or 
not. Following the ab initio molecular orbital theory for classical 
computers, we expect that multireference extension of the 
UCCSD ansatz is promising for the description of strongly 
correlated systems.  

So far, ansatzes for VQE with the multireference wave 
functions have been proposed already.17,23 Here we examine the 
most straightforward extension of the UCC ansatz to the 
multireference regime by using the MR-UCCpGSD ansatz. In 
the MR-UCCpGSD the reference wave function |Ψ⟩ is not a 
single determinant but a multiconfigurational wave function 
|MC〉 such as complete active space self-consistent-field 
(CASSCF) wave functions.71,72 As the excitation operator T we 
take into account all possible symmetry-adapted single and 
double excitation operators from each reference Slater 
determinant included in |MC〉. For example, in this study we 
used the CASSCF(2e,2o) wave function as the |MC〉, which 
consists of two Slater determinants: |2220000000〉 and 
|2202000000〉. Here, 2 and 0 specify the occupation number of 
molecular orbitals. In this case we consider one- and two-
electron excitation operators and their complex conjugates from 
these two determinants. Therefore, in the MR-UCCpGSD 
calculations up to four-electron excitation operators from the HF 
configuration is involved. As easily expected, the same 
excitation operator can be derived from difference reference 
determinants. In this case we merge the operators and treat them 
as one excitation operator. Note that the reported multireference 
ansatz based on unitary coupled cluster generalized singles and 
doubles (UCCGSD) takes into account occupied → occupied 
(e.g., 𝑡𝑎

ற𝑎 ) and unoccupied → unoccupied ( 𝑡𝑎
ற𝑎 ) 

excitations, in addition to occupied → unoccupied (𝑡𝑎
ற𝑎 ) 

excitations.17 By contrast, in our formulation of the MR-
UCCpGSD, the occupied → occupied and the unoccupied → 
unoccupied excitations outside of the active space are not 
included, because these terms have zero contributions to the 
reference wave function as the connected terms 𝜏|Ψ⟩. They can 
have nonzero contributions as the disconnected terms such as 
(𝜏ଶ 2⁄ )|Ψ⟩  and (𝜏ଷ 3!⁄ )|Ψ⟩ , but we assume that such 
contributions are small. Thus, the number of variables in MR-
UCCpGSD is smaller than that of UCCGSD. In this context we 
used the term “partially generalized” for the name of ansatz.  

Once an energy expectation value is computed on QPU, 
CPU executes variational optimization of the parameters. In the 
UCCSD ansatz, the variables are excitation amplitudes tia and 
tijab in eq (11). Variational optimizations are often carried out by 
using derivative-free algorithms such as Nelder–Mead, Powell, 
and constrained optimization by linear approximation 
(COBYLA) methods. These procedures are iterated until 
achieve convergence. 

As naturally expected, variational optimization in VQE 
cycles converges faster if the initial estimates of the parameters 
are closer to the optimal values. In the UCCSD ansatz, an 
approach to use the MP2 amplitudes given in eq (12) as the initial 
amplitudes was proposed.73  

𝑡 =
ೕ್ೌିೕೌ್

ఌାఌೕିఌೌିఌ್
    (12) 

In the MP2 framework one electron excitation amplitudes 
tia are zero due to Brillouin’s theorem.5 However, if we consider 
the second order wave function in the perturbation theory, we 
can derive the following equation, which can be used as the 
initial estimate of tia amplitudes.74 Note that in the presence of 
non-dynamical electron correlation, the reorganization from the 
HF description should be substantial through sizable 
contributions from single excitations.75,76 We expect that 
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nonzero tia initial amplitudes can accelerate the convergence of 
VQE, especially when static electron correlation is prominent.  

𝑡(unscaled) =
∑ ଶ௧ೕ್ೕೌ್ೕ್ ି∑ ଶ௧ೕೖ್ೌೕೖ್ೕೖ್

ఌିఌೌ
 (13) 

Using a partial renormalization with size-consistency,77 the 
following scaled amplitudes are also tested.  

𝑡(scaled) =
௧ೌ(୳୬ୱୡୟ୪ୣୢ)

ଵା∑ {௧್(୳୬ୱୡୟ୪ୣୢ)}మ
್

  (14) 

Importantly, only the spatial symmetry-adapted excitation 
operators have nonzero amplitudes by adopting the initial 
amplitude estimation methods described here. Excitation 
operators giving zero initial amplitudes have no contribution to 
the ground state wave function when they appear in the 
connected terms. Thus, application of perturbation theory-based 
initial amplitude estimation is useful not only to find good initial 
estimates of variables but also to automatically select excitation 
operators those give nonzero contribution to the ground state 
wave function. For the MR-UCCpGSD calculations, we 
extended the initial amplitude estimation technique described 
above to the multireference regime as follows. Assume that the 
reference wave function is described by a linear combination of 
Slater determinants as in eq (15). The initial amplitudes for MR-
UCCpGSD can be computed by a linear combination of the 
product of the CI expansion coefficient cl and the MP2 
amplitudes computed by using each Slater determinant as in eq 
(16), for two electron excitation amplitudes, for example.  

|Ψେ⟩ = ∑ 𝑐|Φ⟩    (15) 

𝑡(MC) = ∑ 𝑐𝑡(Φ)    (16) 

Calculations of the amplitudes tijab(l) using eqs (12)–(14) 
requires orbital energies. We used the CASSCF canonical orbital 
energies for the 1 1A1 ground state for the initial amplitude 
estimations.  

Because molecules exhibit different molecular properties 
at different spin multiplicities, spin symmetry-adapted treatment 
is very important in quantum chemical calculations. Spin 
symmetry adaptation can be accomplished by considering the 
spin symmetry-adapted excitation operators for the singlet 
defined in eq (15).   

𝑇௨௩ =
௧ೠೡ

√ଶ
ቀ𝑎௩ఈ

ற 𝑎௨ఈ + 𝑎௩ఉ
ற 𝑎௨ఉቁ  (15) 

In the UCCSD and MR-GCCpGSD ansatzes the spin 
symmetry adaptation can be done by using the same excitation 
amplitudes for the spin  →  and  →  excitations, as in eq 
(16).  

𝑡௨ఈ→௩ఈ = 𝑡௨ఉ→௩ఉ   (16) 
 

3. Computational conditions 
In this study we calculated ten geometries along the 

sampling path for the C2v potential energy surface, by following 
the previous study by Purvis and coworkers.60 Cartesian 
coordinate of H atoms are listed in Table 1. Here, Be atom is 
located at the origin of coordinate (0.0, 0.0, 0.0). We used the 
same basis set as the study by Purvis and coworkers,60 which is 
comprised of (10s 3p)/[3s 1p] for Be and (4s)/[2s] for H. The 
exponents and contraction coefficients for the basis set is given 
in Supporting Information (SI). The wave function is mapped 
onto 20 qubits by using this basis set.  

For the numerical simulations of the VQE-based UCCSD 
and MR-UCCpGSD calculations we developed a python 
program by utilizing OpenFermion78 and Cirq79 libraries. We 
used a quantum state vector simulator to calculate the energy 
expectation value, which corresponds to infinite number of 
repetitive measurements. Needless to say, in the real quantum 
devices only finite number of measurements are available, but 
we are interested in the accuracy and the validity of the ansatz, 

and hence quantum state vector simulator is more suitable for 
this purpose. The quantum circuits for the UCCSD and MR-
UCCpGSD ansatzes are constructed by adopting the first order 
Trotter decomposition with the Trotter slice number n = 1. The 
HF calculations and computations of one- and two-electron 
atomic orbital integrals were performed by using GAMESS-US 
program package.80 One- and two-electron molecular orbital 
integrals were prepared by using our own AO→MO integral 
transformation program.  

Selection of the appropriate optimization algorithm for 
variational optimization of parameters is another important 
process to rapidly achieve the variational minima. In this work 
we carried out preliminary VQE-UCCSD/STO-3G simulations 
of a LiH molecule with R(Li–H) = 1.0, 2.0, 3.0, and 4.0 Å using 
Nelder–Mead, Powell, and COBYLA algorithms for the 
parameter optimizations. Our simulations revealed that 
COBYLA exhibits the fastest convergence behavior among three 
algorithms. Also, Nelder–Mead sometimes trapped to a local 
minimum and gives rise to larger deviation in energy from the 
full-CI value. Details of the numerical simulations of LiH are 
given in SI. We adopted the COBYLA algorithm for the VQE-
UCCSD and MR-UCCpGSD simulations.  

 
4. Results and Discussion 

The deviations of the energy expectation values calculated 
at the RHF, CASSCF(2e, 2o), UCCSD, and MR-UCCpGSD 
methods from the full-CI one is illustrated in Figure 3a, and the 
square overlap between the approximated and the full-CI wave 
functions are plotted in Figure 3b. The values of the HF, 
CASSCF, UCCSD, MR-UCCpGSD, and full-CI energies are 
summarized in Table S1 in SI. We also confirmed that the HF 
and full-CI energies computed in this work coincides to the 
values reported by Purvis and coworkers.60 Note that we set the 
number of maximum iterations in the variational optimization to 
be 10000, but the UCCSD simulations did not converge after 
10000 iterations for points D, E, and F. As clearly seen in Figure 
3, the UCCSD method gives the energy close to the full-CI one 
for all points except for point E. The point E corresponds to the 
transition structure of the reaction pathway under study, and it is 
closest to the point where the avoided crossing occurs. The 
square overlap between the HF and the full-CI wave functions 
are calculated to be 0.524, and thus the HF wave function is not 
a good approximation for the electronic ground state. We also 
checked stability of the HF wave function81 at points D, E, and 
F, observing the triplet instabilities at these points, and singlet 
instability at point E (see SI for details). The deviation of the 
UCCSD energy from the full-CI one is 0.263, 7.360, and 0.056 
kcal mol−1 for points A, E, and J, respectively. As a result, the 
UCCSD method overestimates the reaction energy barrier about 
7.0 kcal mol−1 from the full-CI.  

Table 1. Cartesian coordinates of H atoms for the points 
being investigated, in unit of Bohr.  

Point X Y Z 
A 0.0 ±2.540 0.00 
B 0.0 ±2.080 1.00 
C 0.0 ±1.620 2.00 
D 0.0 ±1.390 2.50 
E 0.0 ±1.275 2.75 
F 0.0 ±1.160 3.00 
G 0.0 ±0.930 3.50 
H 0.0 ±0.700 4.00 
I 0.0 ±0.700 6.00 
J 0.0 ±0.700 20.00 
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Convergence behaviors of the VQE-UCCSD simulations 
are plotted in Figure 4. The VQE-UCCSD converges very slowly 
at point E, and it is far from the full-CI wave function even after 
10000 iterations. To estimate the number of iterations required 
to achieve convergence, we attempted to fit the energy difference 
plot in the range between 1000 to 10000 iterations with an 
exponential function, obtaining E = 123.68x−0.303 with R2 = 
0.9827 (see SI for details). Needless to say, there is no theoretical 
background for the energy change in the optimizations to be in 
the form of an exponential function. However, if we assume that 
the VQE optimization proceeds along the exponential function, 
we need about 8000000 iterations to achieve 1.0 kcal mol−1 of 
deviation from the full-CI value. It should also be noted that the 
square overlap between the UCCSD and the full-CI wave 
functions is at most 0.783 even after 10000 iterations at point E. 
These results clearly exemplify the fact that convergence of the 
UCCSD ansatz is very slow if the square overlap between the 
reference and full-CI wave functions is small. Using good 
reference function having sufficiently large overlap with the full-
CI wave function might be more important than we expected.  

It is unclear whether the large deviation of the UCCSD 
energy from the full-CI value at point E is due to extremely slow 
convergence behavior or due to the limitation of the 
representability of the UCCSD ansatz. Because following the 
convergence by increasing the number of iterations is 
impractical, we examined the UCCSD simulations at point E by 
using the STO-3G basis set. The number of variables is reduced 
from 151 to 44 by employing the STO-3G basis set. VQE 

optimization converges faster for smaller number of variables, 
and therefore simulations using the STO-3G basis helps us to 
investigate two possible mechanisms described above in more 
detail. The UCCSD/STO-3G simulation converged after 3329 
iterations, giving EUCCSD–full-CI = 2.866 kcal mol−1 and 
|〈UCC|full-CI〉|2 = 0.963. From this result the UCCSD seems to 
give accurate energy if the sufficient number of iterations are 
possible. By adopting the MR-UCCpGSD ansatz described 
below to the calculation of point E with the STO-3G basis set, 
we obtained EMR-UCCpGSD–full-CI = 1.039 kcal mol−1 and |〈MR-

UCCpGSD|full-CI〉|2 = 0.992. This result claims that representability 
of the ansatz is also responsible for the rather poor result of the 
UCCSD calculation and importance of the multiconfigurational 
approach for strongly correlated systems.  

We also checked the dependence of the UCCSD energies 
and convergence behaviors against initial estimate of the one-
electron excitation amplitudes tia, but no significant initial guess 
dependences have been observed (see Figure 5 for point E and 
Figure S6 in SI for points A, D, F, and I).  

Because the single-reference UCCSD seems to be no more 
an appropriate choice for the calculations of strongly correlated 
systems, adopting the multireference flamework is a natural 
choice for the alternative. One of the author proposed a 
theoretical method to generate the multiconfigurational wave 
functions on quantum computers by utilizing the diradical 
characters y computed from the broken-symmetry spin-
unrestricted Hartree–Fock (BS-UHF) wave functions.82 First, we 
computed the energy expectation values and square overlaps 
with the full-CI wave functions of the two-configurational wave 
functions constructed by following the approach described in the 
reference.82 The results are summarized in Table 2. The BS-UHF 
computations converged to the closed-shell RHF wave function 
at points A, B, I, and J.  

 
Table 2. Diradical character y, energy differences, and the square 
overlaps computed by using the two configurational wave 
function |2c〉 

Point y 
E2c−full-CI 

/kcal mol─1 
|〈2c|full-CI〉|2 

C 0.0008 28.536 0.952 
D 0.2991 35.591 0.933 
E 0.7851 43.553 0.905 
F 0.6125 48.498 0.886 
G 0.0373 42.417 0.903 
H 0.0007 40.998 0.906 

 
Noticeably, the two configurational wave function 

constructed by using the diradical character y has larger square 
overlap with the full-CI wave function compared with the 
UCCSD wave function after 10000 iterations at point E, 
although the energy difference between the two configurational 
wave function and the full-CI is notably large, due to lack of 
dynamical electron correlation effect. One of the anticipated 
application of VQE is the preparation of approximate wave 
functions for the input of QPE-based full-CI. QPE utilizes a 
projective measurement to obtain t he eigenenergy of the second-
quantized Hamiltonian, namely the full-CI energy, and therefore 
using the wave function having large overlap with the full-CI is 
very important.4 In this context, conventional UCCSD is less 
appropriate than the two-configurational wave functions 
constructed by using the diradical characters for the initial wave 
functions of QPE.82 We attempted to carry out VQE simulations 
with the MR-UCCpGSD ansatz for the points D, E, and F, those 
have large diradical characters. However, using the two 
configurational wave functions directly as the reference wave 

 
Figure 3. Results of the numerical quantum circuit 
simulations. (a) The deviations of the computed energy from 
the full-CI value, (b) The square overlap with the full-CI 
wave function.  
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functions in the MR-UCCpGSD simulations is not plausible, 
because the two-configurational wave functions constructed by 
utilizing the diradical character y are not spatial symmetry 
adapted, and therefore the number of excitation operators with 
nonzero contributions to the electronic ground state will increase. 
Instead, we performed the CASSCF(2e,2o) calculations and use 
the CASSCF wave function as the reference in the MR-

UCCpGSD calculations. The MR-UCCpGSD results are also 
plotted in Figure 3, and the convergence behaviors of the 
UCCSD and MR-UCCpGSD calculations at point E are 
summarized in Figure 5. The energy expectation value at point 
E drastically improved by adopting the multireference approach. 
After 10000 iterations, the deviation from the full-CI energy is 
calculated to be 2.143 kcal mol−1 and 〈MR-UCCpGSD|full-CI〉|2 = 

 
Figure 4. Convergence behaviors of the VQE-UCCSD simulations. The difference between UCCSD and full-CI energies (left) and 
the square overlap between UCCSD and full-CI wave functions (right).  
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0.950. By fitting the plot of energy difference with an 
exponential function, we obtained E = 1289.2x−0.693 with R2 = 
0.9932. From this, we expect that about 30000 iterations are 
needed to achieve the energy deviation from the full-CI within 1 
kcal mol−1. This value should be compared with ca. 8000000 
iterations in conventional single-reference UCCSD. However, 
30000 iterations are still too many for practical use. It should be 
also noted that our simulations are based on the quantum state 
vector simulator that corresponds to infinite number of repetitive 
measurements for the calculations of energy expectation values. 
Implementation of methods that can accelerate convergence 
behavior and reduce the number of iterations, or application of 
more sophisticated optimization algorithms such as an approach 
to calculate analytical gradients by adopting parameter shift 
rule83 or DIIS-based algorithm84 is essential for the practical use 
of VQE for quantum chemical calculations. Another possible 
approach to improve the convergence behavior is adopting the 
sequential optimization approaches. Nevertheless, it should be 
emphasized that the MR-UCCpGSD ansatz shows faster 
convergence behavior compared with UCCSD at strongly 
correlated systems and it can give more reliable wave function. 
Multiconfigurational treatment is quite powerful to study the 
strongly correlated systems on quantum computers.  

 
5. Summary 

In this work, we carried out numerical simulations of VQE 
for the quasi-reaction pathway in C2v symmetry of the Be atom 
insertion to H2 molecule, focusing on the accuracy of the wave 
function at the geometry nearby an avoided crossing point and 
accuracy of the reaction energetics. Conventional single-
reference UCCSD shows extremely slow convergence behavior 
at the quasi-transition structure, and the UCCSD energy obtained 
from VQE simulations after 10000 iterations is 7.360 kcal mol−1 
overestimated from the full-CI value. As a result, conventional 

UCCSD overestimates the potential energy barrier of the Be 
insertion reaction about 7 kcal mol−1. The square overlap 
between the UCCSD and full-CI wave functions is at most 0.783 
at point E, which is smaller than the square overlaps with the 
full-CI wave function calculated by using the two-
configurational wave function constructed by using the diradical 
character y. The UCCSD ansatz is not a proper choice for the 
study of strongly correlated systems, even for the purpose of 
preparing initial wave function for the QPE-based full-CI.  

By contrast, the MR-UCCpGSD gives the energy much 
closer to the full-CI one at the geometry nearby the avoided 
crossing, exemplifying that the multireference treatment is more 
feasible for the accurate descriptions of the electronic structures 
of strongly correlated systems. At the MR-UCCpGSD level of 
theory, the reaction energy barrier is still overestimated, but 
significant improvement of the transition energy is observed by 
applying the multireference approach.  

There are many molecular systems those both dynamical 
and static electron correlation effects play significant roles, such 
as electronic ground state of ozone,85 the out-of-plane transition 
state of the cis–trans isomerization reaction of diazene,86 zigzag 
edges of graphene nanoribbons,87 and so on. Molecules having 
such complicated electronic structures are the systems of which 
sophisticated quantum chemical calculations are truly desirable, 
and thus importance of multireference treatments cannot be 
overemphasized. Applications of the MR-UCCpGSD ansatz for 
other strongly correlated systems are ongoing and will be 
discussed in the forthcoming paper.  
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