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Theoretical prediction of electronic absorption spectra without input from experiment is no easy
feat as it requires addressing all the factors that affect line shapes. In practice, however, the method-
ologies are limited to treat these ingredients only to a certain extent. Here we present a multiscale
protocol that addresses the temperature, solvent and nuclear quantum effects, anharmonicity and
reconstruction of the final spectra from the individual transitions. First, QM/MM molecular dynam-
ics is conducted to obtain trajectories of solute-solvent configurations, from which the corresponding
quantum corrected ensembles are generated through the Generalized Smoothed Trajectory Analysis
(GSTA). The optical spectra of the ensembles are then produced by calculating vertical transitions
using TDDFT with implicit solvation. To obtain the final spectral shapes, the stick spectra from
TDDFT are convoluted with Gaussian kernels where the half-widths are determined by a statisti-
cally motivated strategy. We have tested our method by calculating the UV-vis spectra of a recently
discovered acridine photocatalyst in two redox states and evaluated the impact of each step. Nu-
clear quantization affects the relative peak intensities and widths, which is necessary to reproduce
the experimental spectrum. We have also found that using only the optimized geometry of each
molecule works surprisingly well if a proper empirical broadening factor is applied. This is explained
by the rigidity of the conjugated chromophore moieties of the selected molecules which are mainly
responsible for the excitations in the spectra. In contrast, we have also shown that the molecules
are flexible enough to feature anharmonicities that impair the Wigner sampling.

I. INTRODUCTION

Photocatalysts employed under homogeneous catalytic
conditions are molecules that harvest the energy of visi-
ble light to facilitate new transformations and new syn-
thetic routes which may yield otherwise inaccessible scaf-
folds and molecules.1 The typical photocatalytic sce-
nario is that upon interaction with light the photocat-
alyst molecules reach accessible excited states and then
they quench rapidly to the lowest available excited state
within the same spin manifold (e.g. a singlet molecule
will be in the S1 state). Depending on the circumstances,
the further interconversions define the subsequent feasi-
ble catalytic processes such as reaching a T1 state and
then engaging in various electron transfers to trigger a
photoredox transformation. The molecules typically em-
ployed in photocatalysis absorb visible light, a feature
which has a significant advantage: they can be selec-
tively excited in the visible region whereas typical or-
ganic substrates and solvents absorb in the UV region.
This selectivity can be achieved by inserting and tuning
chromophore groups, such as delocalized π-systems. The
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electronic properties of photocatalysts can be explored by
measuring or calculating their electronic (UV-vis) spec-
tra. In this regard, calculations can be very useful be-
cause they provide a large amount of information not di-
rectly available from experiment; such as assignation of
bands to transitions between electronic states or identify-
ing dark states. Calculations can also help to understand
how structural and electronic modifications introduced to
photocatalysts affect the excitations, therefore facilitat-
ing the design of new photocatalysts.

These computations, however, have to address a num-
ber of challenges. To begin with, the description of
the electronic structure both in ground and excited
states requires sufficiently accurate methods.2 In prac-
tice, TDDFT employing functionals with exact exchange
contribution is usually adequate;3 but more accurate,
wavefunction-based methods should be considered for
higher accuracies. Another issue is to capture effects aris-
ing from fluctuations induced by the environment such
as temperature and solvent. In fact, routine calcula-
tions can only provide a crude approximation to these as
they use a single configuration to obtain the excitation
spectrum.4–6 For benchmarking purposes, however, this
strategy is still employed to evaluate the performance
of exchange-correlation functionals. The better way to
account for the environment is through the nuclear en-
semble approach, where the feasible nuclear configura-
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tions are sampled and then the final simulated spec-
trum is obtained as the sum of the individual spectra
of the configurations.5–11 Sampling is usually done using
molecular dynamics (MD) or Monte-Carlo (MC) simula-
tions. Both of these can sample anharmonic regions of
the ground state potential energy surface which is essen-
tial for molecules with inherently flexible nature.

Equally important challenge is to include the effects of
environment on the optical spectra at both stages of the
simulations: for the electronic structure calculations and
for the sampling of the nuclear configurations.4,13 The en-
vironment has an enormous impact on the optical spectra
because it influences the ground and excited states and it
can change drastically the distribution of the nuclear con-
figurations. A number of considerations are due in this
respect as well. The most accurate models include the
solvent environment in a way to account for the steric and
electrostatic interactions (both at short- and long-range),
i.e. using explicit solvent molecules and accurate quan-
tum mechanical treatment. The cost of the calculations
can be reduced by introducing further approximations in
the treatment of the solvent molecules, such as simpli-
fied electronic structure description or employing suit-
able force fields (QM/MM, multiscale approaches). An
enormous cost reduction can be achieved with implicit
solvent models where the solvent degrees of freedom are
excluded from the calculations but the electrostatic in-
teractions are still included in the model.

It can also be crucial to take into account the quan-
tum nature of the nuclear motions.6,10,12,14,15 This can be
done in different ways. The proper ground state nuclear
density distribution can be obtained from path-integral
MD simulations although it can be very costly for larger
systems.16 Then the vertical excitations are calculated
for the configurations of the sample and summed up for
the spectrum (see eg. Ref. 15). Another option is to eval-
uate the Franck-Condon overlaps arising from the ground
state and excited state vibrational states.17 In practice,
this method is used within the harmonic approximation
and accounts for the vibronic fine structure of the spec-
tra. Within the harmonic approximation, the Wigner
sampling is also a suitable choice to represent the nu-
clear quantum distribution.5,18–24 This method, however,
fails for highly flexible molecules because the harmonic
approximation cannot be applied. González et al. pro-
posed two new sampling protocols to simulate absorption
spectra called “local temperature adjustment” and “indi-
vidual QM/MM-based relaxation.” In these approaches
the cromophore is thermostated at elevated temperature
while the solvent remains at room temperature to intro-
duce zero point energy. Although all nuclei are treated
classically, the spectral lines are broadened reasonably
well with these protocols.

Recently a new method has been introduced to ob-
tain quantum corrected trajectories and in turn quan-
tum corrected structural properties and state functions

such as heat capacities.25 The method called Generalized
Smoothed Trajectory Analysis (GSTA) is based on the
idea that the quantum effects can be recovered from a
classical trajectory by convoluting the classical coordi-
nates with an appropriate weight function derived from
the quantum harmonic partition function. It has been
shown that quantum effects can be reproduced in a very
efficient and cost-effective way. In particular, the results
are of comparable accuracy to those obtained from path
integral calculations, but at a fraction of the costs.
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Figure 1. Photocatalysts molecules selected for this study.
Acr: 3,6-di-tert-butyl-9-mesityl-10-phenyl-9,10-dihydro-9λ3-
acridine; Acs: 3,6-di-tert-butyl-9-mesityl-10-phenylacridin-
10-ium tetrafluoroborate

Our current interest in computational modeling of pho-
tocatalysis led us to a recently discovered photocatalyst
radical and its ionic counterpart (Fig. 1). Both the
mesityl-acridinium salt (Mes-Acr+BF−4 , Acs) and its re-
duced derivative, the radical Mes-Acr· (Acr) are pho-
tocatalytically active; moreover the radical, when ex-
cited, has a reduction potential equivalent to that of
the element Li, i.e. it is a very powerful organic-based
reductant.26

In this study we simulate the optical spectra of these
photocatalysts taking into account the experimental con-
ditions. The aim of this study is to devise and test a pro-
tocol which is suitable to determine electronic absorption
spectra without any experimental input for the simulated
line shapes. To this end we have designed a multiscale
computational strategy: first QM/MM MD simulations
have been performed to obtain a sufficiently large set of
configurations of the catalysts molecules in explicit sol-
vent (acetonitrile). Then, the GSTA method has been
used to obtain a quantum corrected ensemble of solvated
photocatalyst molecules. Finally, the optical spectra of
the molecules have been obtained by TDDFT calcula-
tions for both the uncorrected and corrected configura-
tions, where only the catalyst molecules have been con-
sidered with implicit solvation employing the parameters
of the same solvent (acetonitrile). Similar multiscale ap-
proaches have already been employed to obtain absorp-
tion spectra.2,12,27–29 Particular attention has been paid
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to the reconstruction of the final classical and quantum
corrected spectra from the individual peaks, because we
want to separate the real physical effects of the spectral
broadening from the pure mathematical operations such
as the smoothing of spike-like spectra to obtain continous
function from limited number of data points.

II. METHODS

The absorption spectrum of a single molecule in atomic
units can be written9,30 as:

σ (ω) =
4π2ω

3c

∑
a,b

∣∣∣〈Ψa|µ|Ψb〉r,R
∣∣∣2 δ (ωab − ω) (1)

where ω is the angular frequency, ωab = Ea−Eb, Ea and
Eb are the energies of the initial and final molecular states
a and b, respectively (note that h̄ = 1 in atomic units
therefore it is omitted from the equations); c is the speed
of light; Ψa and Ψb are the full, molecular wavefunctions
of states a and b, whereas µ is the electric dipole moment.
The ket indexes r and R are the integration coordinates
for the electrons and nuclei, respectively.

Assuming the validity of the Born-Oppenheimer
approximation (BOA) the wavefunction of an ar-
bitrary state can be written as the product of the
nuclear (θ(R)) and electronic (φ(r;R)) wavefunctions:
Ψn = θkν(R)φk(r;R), where r denotes the electronic co-
ordinates, and R denotes the nuclear coordinates, which
appear as parameters for the electronic wavefunctions. k
indexes the electronic states, ν indexes the rovibrational
states. The eigenvalues (Ek(R)) corresponding to
φk(r;R)-s define the potential energy surfaces (PES-s).
We also assume that the vibrational motions can be fully
separated from the rotational motions hence the rota-
tional wavefunctions do not appear in the equations and
θiν(R) from now on denotes the vibrational state number
ν of the electronic state i. The electric dipole moment
can also be written as the sum of nuclear and electronic
dipoles: µ = µn(R) + µe(r). Due to the orthogonality
of the electronic states, the terms 〈Ψa|µ|Ψb〉 become
in BOA 〈θiν(R)φi(r;R)|µ|θjν′(R)φj(r;R)〉r,R =

〈θiν(R)|µij(R)|θjν′(R)〉R, where µij(R) =
〈φi(r;R)|µe(r)|φj(r;R)〉r is the electronic transi-
tion dipole. The absorption spectrum of a single
molecule is then written as:

σ (ω) =
4π2ω

3c
×∑

i,j,ν,ν′

|〈θiν(R)|µij(R)|θjν′(R)〉|2 δ (ωiνjν′ − ω)
(2)

where ωiνjν′ is the energy difference between the initial
and final vibronic states iν and jν′.

In practice we have an equilibrium ensemble of ab-
sorbing molecules where their relative concentrations are
characterized by their probability distribution ρiν . After
excitation they can assume the possible vibronic states.
Therefore σ(ω) can be written as:

σ (ω) =
4π2ω

3c
×∑

i,j,ν,ν′

ρiν |〈θiν(R)|µij(R)|θjν′(R)〉|2 δ (ωiνjν′ − ω)
(3)

In the typical experiment at ambient temperature
molecules in their ground electronic state contribute pre-
dominantly to the absorption spectrum therefore the ex-
pression for the absorption cross section becomes:

σ (ω) =
4π2ω

3c
×∑

j,ν,ν′

ρ0ν |〈θ0ν(R)|µ0j(R)|θjν′(R)〉|2 δ (ω0νjν′ − ω)
(4)

The term ω0νjν′ in the Dirac delta can be approxi-
mated as ω0νjν′ ≈ ω0j(R), ie. with the vertical excita-
tion energy (Franck-Condon principle) from the ground
state of configuration R to the turning point of the
classical harmonic oscillator on the jth PES (reflection
approximation31–33). Because of the R-dependence, the
Dirac-delta is now transferred into the integral and the
absorption spectrum takes the form:

σ (ω) =
4π2ω

3c
×∑

j,ν,ν′

ρ0ν |〈θ0ν(R)|µ0j(R)δ (ω0j(R)− ω) |θjν′(R)〉|2
(5)

Further simplification can be done by using the
completeness relation of the vibrational eigenstates:∑
ν′ |θkν′〉 〈θkν′ | = 1, hence:∑
ν′

|〈θ0ν(R)|µ0j(R)|θjν′(R)〉|2 =

=
∑
ν′

〈θ0ν(R)|µ0j(R)|θjν′(R)〉 〈θjν′(R)|µ0j(R)|θ0ν(R)〉

=
〈
θ0ν(R)|µ0j(R)|2θ0ν(R)

〉
The absorption cross section now takes the form:

σ (ω) =
4π2ω

3c
×∑

j,ν

ρ0ν 〈θ0ν(R)| |µ0j(R)|2δ (ω0j(R)− ω) |θ0ν(R)〉
(6)

Since the delta-function selects the ω0j(R) values, ω can
be taken inside the integral. We can then rewrite the
expression by introducing the oscillator strength f0j =
2
3ω0j |µ0j(R)|2:

σ (ω) =
2π2

c
×∑

j,ν

ρ0ν 〈θ0ν(R)| f0j(R)δ(ω0j(R)− ω) |θ0ν(R)〉
(7)
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Writing explicitly out the integration we can notice that
the summation can be expressed in a practical form:

∑
j,ν

ρ0ν

∫
θ∗0ν(R)θ0ν(R)f0j(R)δ(ω0j(R)− ω)dR

=
∑
j

∫ ∑
ν

ρ0νθ
∗
0ν(R)θ0ν(R)f0j(R)δ(ω0j(R)− ω)dR

=
∑
j

∫
ρ(R)f0j(R)δ(ω0j(R)− ω)dR

where ρ(R) =
∑
ν ρ0νθ

∗
0ν(R)θ0ν(R) is the probability

distribution of configuration R on the electronic ground
state PES. The absorption cross section can now be writ-
ten as:

σ (ω) =
2π2

c

∑
j

∫
ρ0(R)f0j(R)δ(ω0j(R)− ω)dR (8)

We obtain that the absorption spectrum can be calcu-
lated to a good approximation from the ground state
distribution of the molecules and from the vertical ex-
citation energies. This approach is called nuclear ensem-
ble method and has been employed successfully to repro-
duce absorption spectra.5–7,9–11 It is important to note
that the configurational integral is a faithful representa-
tion of the model employed to compute the absorption
spectra because it includes not only the target molecule
but also the effect of the environment, such as solvents.
In addition, the temperature dependence of the absorp-
tion spectra is also captured by the distribution function.
Note, however, that within this approximation the vibra-
tional structure of the excited states is lost. In contrast,
depending on how we sample the configurational integral,
the ground state quantized vibrational structure can be
recovered in the calculations.

In practice, the sampling of ρ0(R) can be done by MD
or MC methods. In case of N samples representing ρ0(R)
the practical form of Eq. 8 is:

σ (ω) =
2π2

Nc

N∑
p=1

∑
j

f0j(Rp)G(ω − ω0j ,∆) (9)

where G(ω−ω0j ,∆) is a Gaussian-type broadening func-
tion centered at ω0j with a standard deviation of ∆ to
smear the spikes of the delta function. The maximal
number of j is also set in practice to a typical of 20-30
excitations. It is important to notice that Eq. 9 specifies
the main issues of the simulations:

i) proper sampling of the ground state nuclear configura-
tions;
ii) selection of the proper smearing function to smooth
the spike-spectra;
iii) the electronic structure method to obtain sufficiently
accurate oscillator strengths.

A. Sampling

Configurational sampling can be performed in a num-
ber of methods, however all of them follow one of the two
fundamental strategies. The faster approach is to start
from an optimized geometry and the corresponding Hes-
sian, and then displace the nuclei along the normal modes
to obtain an ensemble that conforms to an analytical
probability density function.8 The most common func-
tion is the harmonic Wigner distribution, because it ac-
counts for the nuclear quantum effects.18 The other main
approach is to perform molecular dynamics (MD) calcu-
lations, where quantum effects can be included in various
ways. The advantage of MD sampling is that it can be
applied in cases where the harmonic approximation fails
(e.g. due to the presence of low frequency modes). As
we show later the harmonic Wigner distribution yields
highly dubious results even for our test molecules that
feature only a limited amount of low frequency contri-
butions. Therefore, in the present study we sampled the
configurational space with QM/MM MD.

The MD trajectories were generated in a periodically
repeated cube of side length 30Å using the CP2K pro-
gram package.34 Substrate Acr was solvated by 298 ace-
tonitrile (ACN) solvent molecules, whereas for substrate
Acs the simulation box contained 295 ACN molecules.
In this way the densities were slightly higher than that
of the bulk ACN. The QM cubic box inside has the di-

mension of 20 × 20 × 20 Å
3
. The simulations have been

done under NVT conditions at 300 K employing separate
CSVR thermostats35 for the solvent and the solute. The
time step was 0.5 fs. We have also verified that this step
size is sufficient to ensure energy conservation during the
simulations by performing NVE calculations on the equi-
librated systems. The protocol for obtaining trajectories
was the following: first the solutes (Acr or Acs) were
optimized keeping the solution frozen, then the solvent is
equilibrated for a few ps while the solute molecules kept
fixed; then we performed long NVT equilibrations till the
temperature of both the solute and solvent reached and
remained around 300 K. In case of Acr 9 ps were re-
quired for the equilibration whereas for the salt Acs 5
ps were needed. After equilibration production runs of
45 and 29 ps have been performed for Acr and Acs, re-
spectively. The classical trajectories obtained this way
include anharmonicity, however nuclear quantum effects
need to be treated separately. This was done using the
GSTA method25 for which we give here a short summary.
In GSTA, the classical nuclear trajectories (as well as ve-
locities and forces which are however not important for
the present study) are convoluted with an appropriate
kernel function corresponding to the harmonic oscillator
approach to obtain the quantum-corrected structures:

x̃(t) = (x ∗ g)(t) (10)

where x(t) is the original (classical) trajectory while x̃(t)
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is the filtered (quantized) trajectory. The filtering func-
tion g is be defined as

g(t) = Fν
{√

w(ν)
}

(t) (11)

where Fν indicates Fourier transformation in the fre-
quency domain ν; and w(ν) is the weighting function
which gives the ratio of the energies of the quantum and
classical harmonic oscillators:

w(ν) =
βhν

2
coth

(
βhν

2

)
=
βhν

2

(
1 +

2

eβhν − 1

)
(12)

where coth is the hyperbolic cotangent function, β =
(kBT )−1, kB is the Boltzmann constant, T is the tem-
perature and h is the Planck constant. In the present
case the convolution is done by scanning the trajectories
with a moving window over 241 frames (120 fs). For the
calculations of the absorption spectra the substrate con-
figurations in every 100th frame from both the classical
and filtered trajectories were used. The program code
used for filtration is available on github.36

B. Finding the parameters of the proper
broadening function

The spectrum given by Eq. 8 for an ensemble of con-
figurations can be, in principle, transformed to a his-
togram with an appropriately chosen bin-width. In prac-
tice, however, we prefer to use a sum of Gaussians (Eq.
9) so the spectrum can be expressed as a smooth function
of energy in the following practical form:

ŝ(x) =

n∑
i=1

Yi ·
1

∆
√

2π
exp

(
− (x−Xi)

2

2∆2

)

=

n∑
i=1

Yi ·K∆ (x−Xi)

(13)

where K∆ is the kernel function of width ∆, Xi is the
calculated excitation energy, while Yi is the correspond-
ing oscillator strength at this energy. The width of the
kernel function (∆) is a parameter with the property of
∆ −→ 0 as N −→ ∞.9 However, the selection of ∆ in
practice is far from obvious. Usually, the bandwith for
the theoretical spectrum is arbitrarily set to afford the
best agreement with the experimental spectrum.32,37 In
contrast, we seek here a statistically motivated strategy
that does not require any information about the exper-
imental spectrum and is also able to separate the artifi-
cial broadening caused by the kernel functions from the
broadening produced by the nuclear quantization or the
other effects included in the configurational sampling. To
this end, we have combined two strategies to find the op-
timal ∆ values for each spectra. First, with a selected ∆
we can obtain an optimal weighting parameter of all the

kernels after minimizing an L(a; ∆) cost function defined
as

L(a; ∆) =
1

n

n∑
i=1

(
Ŷi(a; ∆)− Yi

)2

(14)

by considering the mean integrated squared error be-
tween the original calculated oscillator strengths (Yi) and
those given by the kernel functions when the parameter
a is varied:

Ŷi(a; ∆) = a(∆)

n∑
j=1

Yj ·K∆ (Xi −Xj) (15)

Then, with the optimal a(∆) in hand, we can calculate
another cost function Lcv(∆) corresponding to the leave-
one-out cross validation,38 i.e. how well a single Yi is
predicted by the sum of the kernels when the selected
data pointXi is not included into the calculation. Lcv(∆)
is the sum of the squared differences of the original and
predicted absorption cross sections:

Lcv(∆) =
1

n

n∑
i=1

Yi − a(∆)

n∑
j=1
j 6=i

Yj ·K∆ (Xi −Xj)


(16)

Minimizing Lcv yields the optimal kernel width ∆ which
we use to obtain the absorption spectra. The plots of Lcv
vs. ∆ for all the six calculated trajectories are shown in
Fig. S1. As a summary of this section, the a(∆)ŝ(x)
function yields an optimal fit of the oscillator strength
vs. energy (Yi vs. Xi) data points and it was determined
by a kernel regression technique.

C. Electronic structure methods

In the QM/MM simulations the solute photocatalyst
molecules have been described by the PBE-D3 DFT
functional.39 A hybrid Gaussian/plane wave basis set
(GPW) scheme has been used where the valence atomic
orbitals are expanded on a short-range molecularly opti-
mized DZVP basis set,40 whereas the corresponding one-
electron densities are expanded over a plane-wave basis
set defined by a cutoff of 300 Ry. The effects of the atomic
cores were described by the GTH pseudopotentials.41

The CHARMM force-field42 has been used for the flexi-
ble solvent and the non-bonded parameters for all atoms
were also taken from this force-field. The method devel-
oped by Laino et al.43 was used to calculate the electro-
static couplings between the QM and MM parts.

The electronic spectra have been calculated for the
ensemble of solute configurations extracted from every
100th snapshot of the trajectories. For these calcula-
tions the Gaussian09 program package has been used.44
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The ground and excited state electronic structures have
been obtained by TDDFT using the B3LYP functional.45

We have compared our results with those obtained us-
ing the M06 functional.46 The calculations employed lin-
ear response solvation for the vertical absorptions (SMD
implicit solvent model of ACN).47 The orbitals were ex-
panded on the triple zeta basis set of Ahlrichs et al. com-
pleted with a set of polarization functions (TZVP).48 We
have considered excitations up to 4.2 eV (corresponding
to ca. 300 nm).

The primary quantities obtained from the electronic
structure calculations are the excitation energies. Hence
the plot of σ(E) or σ(ω) is the natural choice to represent
the absorption spectra. In contrast, UV-vis measure-
ments typically express the absorption cross section as a
function of wavelength λ. Therefore, it seems sensible to
convert our results from energy units to wavelength units.
As the transformation of E to λ is nonlinear (E = hc/λ),
the σ(λ) values have to be scaled with the corresponding
Jacobian factor of the transformation (dE(λ)/dλ),49 i.e.:

σ(λ) = σ(E)
dE(λ)

dλ
= σ(E)

d

dλ

(
hc

λ

)
= −σ(E)

hc

λ2
(17)

where the minus sign indicates the reverse direction of
the λ scale. The transformation implies that the relative
intensities observed in σ(E) are changed by the transfor-
mation to σ(λ) (i.e. simply reversing and scaling of the
horizontal axis is not enough). We also normalized all
the spectra such that the area under the curve plotted in
the 300-700 nm interval equals unity.

The approximation used very often in practice is that
the electronic transition moment is calculated at a single
nuclear geometry, usually at the ground state equilibrium
structure R0 (single-point approach). In this case the
practical form of Eq. 9 for the absorption spectrum is
reduced to the following:

σ (ω) =
2π2

c

∑
j

f0j(R0)G(ω0j − ω,∆) (18)

This approximation is often used in benchmark studies.
We have calculated the absorption spectra of the pho-
tocatalyst molecules considered in this study employing
this approach too, and compared the results to the spec-
tra obtained from the trajectories. For this, we have
optimized the structures using the PBE-D3 functional
taking into account the ACN solvation environment im-
plicitly via the SMD solvation method. Note that we
chose PBE-D3 here because the same functional is used
to obtain configurations in the QM/MM MD calcula-
tions. Then, we have calculated the electronic spectra
using TDDFT with the following functionals: B3LYP,
M06, PBE,39 PBE0,50

ω-B97XD51 and CAM-B3LYP.52

To achieve the best possible agreement with the ex-
perimental spectrum, we have systematically varied the
broadening parameter ∆. The optimal value is then

assumed to capture the inhomogeneous broadening due
to the solvent and temperature12 as well as the nuclear
quantum effects. This simplification evidently obscures
the underlying physics of a given system, however, it
yields a reasonably good approximation for the spectrum
of Acr.

III. RESULTS AND DISCUSSION

Figure 2. Potential energy distributions with different con-
figurational sampling techniques. The Wigner sampling at
298.15 K is not shown as it produced a large number of frag-
mented structures (see Fig. 3. The energy values are given
relative to the Kohn-Sham energy of the optimized Acr struc-
ture.

First we compare the results of the Wigner and MD
samplings. The energy distribution of the different en-
sembles are shown in Fig. 2. The Wigner sampling
has been performed using the Newton-X program.53 The
distribution of the potential energy obtained from ther-
mal sampling is very close to the χ2-distribution that
can be derived from the classical harmonic model.54 The
two overlapping curves at 65 kcal/mol show this agree-
ment. When the zero-point energy is taken into account,
the distribution maxima are shifted from 65 to 200-220
kcal/mol, and the width of the distributions increases
from 6 kcal/mol to 20-40 kcal/mol. If the vibrations were
prefectly harmonic, then the energy distribution from the
Wigner sampling would be identical to the quantum har-
monic model. Wigner sampling at 0 K, however, affords
structures with significantly higher energies, indicating
notable anharmonicity. We also performed the sampling
at T = 298.15 K and obtained chemically unrealistic,
fragmented structures in a surprisingly high ratio. A
graphical comparison of the GSTA and Wigner sampling
is given in Fig. 3. For example, ca. 60 % of the structures
feature C-H distances larger than 2 Å. In contrast, the
combination of MD and GSTA methods yields a distribu-
tion very similar to that of the quantum harmonic model
at room temperature. This similarity indicates that most
vibrations are harmonic and the thermal sampling with
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Figure 3. Comparison of the quantized nuclear distributions
for Acr. A: 806 superimposed nuclear configurations ob-
tained from GSTA correction; B: 1000 superimposed nuclear
configurations obtained from the Wigner sampling at 298.15
K. Color code: hydrogen - green; nitrogen - blue; carbon -
grey.

GSTA works sufficiently, although there are a number of
low frequency modes (e.g. methyl rotation) that impairs
the application of Wigner sampling.

Figure 4. Comparison of the spectra obtained from the single-
point convolution approach for Acr in ACN solution employ-
ing different Gaussian widths for Eq. 18 with the experi-
mental spectrum (dashed). The stick spectrum in red repre-
sents the calculated excitations without Gaussian broadening.
Lower ∆ values are shown in Fig. S2.

In order to obtain reliable electronic spectra for
the configurations of Acr and Acs obtained from the
QM/MM simulations, we have tested six exchange-
correlation functionals that are commonly used for ex-
cited state calculations. This test is done within the
framework of the single-point approximation. For a
meaningful comparison with experiment, however, we
first need to determine the optimal Gaussian broaden-
ing parameter (see Eq. 18) to apply to the stick spectra
provided by TDDFT. Fig. 4 shows the evolution of the
calculated spectra of Acr as a function of the broadening
parameter and also includes the experimental spectrum
extracted from Ref. 26. We use the B3LYP functional
for TDDFT together with linear response SMD solva-
tion that accounts for the nonequilibrium environment

of acetonitrile in the vertical excited state. This func-
tional selection is based on our preliminary exploratory
tests.

We can make a couple of interesting observations. The
raw stick spectrum aligns quite well with the experiment,
especially at the 360 nm peak. By applying the gaussian
broadening and gradually increasing the ∆ parameter,
the close lying excitations start to merge and the calcu-
lated spectrum develops into the shape resembling the
measured spectrum from ∆ > 0.15 eV. The ∆ < 0.15 eV
values are shown in Fig. S2. It can be seen that eventu-
ally the spectrum becomes featureless as all the excita-
tions are merged into a single band that has a maximum
around 340 nm and a very long tail region. Note, that
increasing ∆ also provides a blueshift that is clearly vis-
ible at the 360 nm peak. It is due to the presence of
additional excitations below 300 nm. Therefore, we con-
clude that ∆ has an optimal value of 0.2 eV. This result
is in line with the values (0.2-0.4 eV) often recommended
to reproduce experimental line shapes from single-point
calculations.7,37 It is important to note, however, that
this empirical strategy to obtain optimal band widths
can be followed only if experimental measurements are
available.

We can now compare the single-point spectra calcu-
lated with the selected functionals to the experiment us-
ing the optimal Gaussian width of 0.2 eV. This compari-
son is shown in Figure 5 for Acr. In case of Acs, only the
calculated spectra are shown in Fig. 6 as the experimen-
tal spectrum is not available, only peak locations at 375
and 420 nm.26 We can see in Fig. 5 that the spectra ob-
tained with functionals B3LYP and M06 show very good
agreement with experiment, while PBE0 offers similar
accuracy with a 10-20 nm blueshift. It is also apparent
that the spectra obtained with range-separated function-
als ω-B97XD and CAM-B3LYP are very similar to each
other albeit with some alterations in intensities at the
high energy (i.e. low wavelength) region. However, they
feature a consistent ca. 40 nm blueshift with respect to
experiment and an increased intensity for the lower en-
ergy bands. In contrast, the PBE functional (which is
the only functional considered here without any exact
Hartree-Fock exchange) predicts an absorption spectrum
redshifted by ∼ 40 nm indicating considerable underesti-
mation of the excitation energies. The computed spectra
of Acs show the same patterns seen for Acr: B3LYP,
M06 and PBE0 provide almost identical spectal shapes
and a very good agreement with the experimental 375
and 420 nm peaks, while ω-B97XD and CAM-B3LYP
yield identical spectra blueshifted by 20-40 nm and the
PBE functional again underestimate the excitations by
40-50 nm. Based on these results, we use the B3LYP
and M06 functionals to calculate the spectra in the en-
semble average. Note that it is known that the reliability
of functionals in TDDFT calculations is not uniform over
a wider range of molecule types,55 therefore our observa-
tions regarding the performance of the functionals are
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valid only for these photocatalysts.

Figure 5. Comparison of the performance of selected function-
als for Acr. The dashed line corresponds to the experimental
spectrum.

Figure 6. Comparison of the performance of selected func-
tionals for Acs. The dashed vertical lines indicate the exper-
imental peak positions.

The next step in our study is to ensure that the
QM/MM samplings are converged. To this end, we in-
spected how the calculated absorption spectra vary as
a function of the snapshots. The snapshots are taken
from the QM/MM trajectories at every 50 fs. Fig. 7
displays the absorption spectra for ensembles of increas-
ing number of snapshots. All spectra have been obtained
by employing the optimal Gaussian width (0.045 eV) for
Eq. 16. It can be seen that around 500 snapshots the
ensemble averaged absorption spectrum is already con-
verged. To verify that the converged spectrum represent
uncorrelated MD snapshots, we have calculated ensem-
ble spectra from 400 randomly selected frames 12 times
and compared them (Fig. S3). Although we did not set
any criterion for the comparison, simple inspection of the
spectra shows that they are nearly identical. Therefore,
we conclude that the absorption spectrum is properly
converged.

Fig. 8 displays the spectra obtained for the Acr
radical both with and without nuclear quantum effects.

Figure 7. Convergence of the calculated absorption spectra
as a function of logarithmically increasing number (4, 6, 10,
17, 27, 44, 72, 117, 189, 307, 497, 806) of frames.

Figure 8. Comparison of experimental and theoretical elec-
tronic spectra of Acr in ACN solution. Color code: green,
spectrum from classical simulation; blue, spectrum from the
quantized trajectory; dashed black, experimental curve. In-
set: comparison of the GSTA-filtered spectra employing dif-
ferent kernel-widths; violet: 0.022 eV; blue: 0.045 eV.

The broadening of the bands in the classical spectrum
is due to the presence of various conformations and to
the changes of the electronic spectra of these conforma-
tions induced by the solvent fluctuations (inhomogeneous
broadening).5,12,56 On top of these, the quantum cor-
rected spectrum includes the additional broadening ef-
fect of nuclear quantization, which is clearly discernible
in Fig. 8. In fact, this is the expected effect of the quan-
tization as the energy of the zero point vibrational mo-
tion (EZPV = hν/2) is usually higher than the average
classical energy (Eth = 1/β) available for a harmonic
oscillator at ambient temperature, especially for higher
energy vibrations. This implies that the ratio of the am-
plitudes obtained from quantized and thermal samplings
for a given internal degree of freedom can be quite large.
Within the harmonic approximation, a lower estimate is
the ratio Aq/AT =

√
EZPV /Eth =

√
βhν/2 which can
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be as high as 2-3 for X-H (X = C, N, O) stretchings.6

This is in line with Eq. 12 which is used to generate the
quantized nuclear ensembles. It shows that the energy of
the real, quantized vibration is always higher than that
of the classical vibration, and at high frequency limit
the weighting function is very close to the EZPV /Eth ra-
tio. It follows that high frequency vibrations in organic
compounds will contribute significantly to the broaden-
ings. Indeed, as Fig. 2 shows, the distributions of the
internal coordinates at 300 K is narrower when classical
thermal equilibrium is enforced than the more realistic
distributions arising from quantization. We can also no-
tice in Fig. 8 that the quantized spectrum is smoother
i.e. features less peaks, showing that quantization effec-
tively masks the finer structure of the classical spectrum.
To give further confidence in our strategy (i.e. the final
quantized spectra is obtained by using the kernel func-
tions with band-widths obtained from Eq. 16), we have
calculated the electronic spectrum of Acr for the quan-
tized trajectory using the kernel-width applied for the
classical trajectory (0.022 eV) with the same number of
snapshots and we compare it to the spectrum obtained
with the optimal kernel-width (0.045 eV). The plots in
the inset of Fig. 8 clearly show that the broadening is
not sensitive to this variation of the kernel-width. Note,
however, that the non-optimal kernel width uncovers a
few small peaks which are smoothed out by the optimal
Gaussian kernels.

Comparison of the calculated and experimental spec-
tra indicates that the quantum corrections improve sig-
nificantly the agreement with experiment. Both the line
shapes and the intensity ratios of the peaks in the quan-
tum corrected spectrum are closer to those in the mea-
sured spectrum. In particular, the peak around 360 nm
has improved remarkably. This clearly indicates that in-
cluding quantizations can significantly enhance the agree-
ment with the experiments. The 20-30 nm discrepancies
in the prediction of peak maxima, however, have not been
improved. We attribute this to the limitation of the func-
tional employed in the TDDFT calculations.

The functional tests showed that within the single-
point approach both functionals B3LYP and M06 per-
formed equally well. In the following we explore their
performance for calculating the ensemble spectra. The
spectra of the two classical ensembles shown in Fig. 9
are quite similar, only a blueshift of 10-30 nm can be
noticed in the M06 spectrum relative to B3LYP. The
GSTA correction preserves this shift but the quantiza-
tion broadens the bands by blurring together the smaller
peaks for smoother spectra. Comparison of the two the-
oretical curves with experiment shows that the B3LYP
functional does a better job in the visible region, whereas
the experimental peak around 360 nm is slightly better
approximated by the M06 functional. Interestingly, for
this single experimental peak both functionals predict a
composite band: an additional shoulder is computed for
the quantized trajectories (at 330-340 nm) which, how-

ever, appears as a well-separated peak for the classical
ensemble.

Figure 9. Comparison of the spectra calculated with B3LYP
and M06 functionals for Acr in ACN solvent.

Fig. 10 displays the spectra for the mesityl-acridinium
salt Acs calculated for the classical and the GSTA trajec-
tories with the B3LYP functional. As the experimental
spectral line shape is not available for Acs (only peak lo-
cations at 375 and 420 nm), only the two ensemble com-
putations (classical and quantized) are compared. We
see again the broadening effect of the quantum correc-
tions for both peaks around 450 nm and 360 nm and
a hardly noticable redshift of the peak around 360 nm.
The inset convincingly shows that the variation of the
kernel widths cannot be responsible for the pronounced
broadening featured by the quantized spectra, because a
ca. 30 % variation in the employed kernel width yields
only marginal spectral changes.

As approximating the electronic spectra by using only
the excitation levels of a single stable configuration is
a very popular approach to model excited state prop-
erties of molecules, we examine its performance in the
present context. For the functional tests presented above
we have already followed this approach but here we give
a few additional thoughts. In this approach again Gaus-
sian functions are used to obtain a smooth spectra from
the stick bands of the computations; however the width
of these Gaussians accounting for the effects of environ-
ment and temperature is usually set empirically.37 Often,
this broadening is estimated by neglecting the direct cou-
pling between the solute and solvent nuclear degrees of
freedom.56,57 Then, the final lineshape can be obtained
by convoluting the spectral line shapes of the solute (ob-
tained e.g. from the Franck-Condon approximation) with
the solvent line shapes obtained from various approaches.
For example, it is possible to treat the solvent as an en-
semble of harmonic modes56,58 or within the framework
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Figure 10. Comparison of theoretical spectra obtained from
the classical (green) and from the GSTA-filtered (blue) tra-
jectories of Acs in ACN solution. Inset: comparison of the
GSTA-filtered spectra employing different kernel-widths; vio-
let: 0.061 eV; blue: 0.089 eV.

of implicit solvent models to estimate the broadening due
to the interaction between solute and solvent.57 The lat-
ter approach yields a particularly simple formula based
on Marcus theory:59 σ2 = 2kBTEr = 2kBT (EneqV −EeqV ),
where Er is the reorganization energy of the solvent
whereas EneqV and EeqV are the contribution to the non-
equilibrium and equilibrium free energies, respectively at
the given final electronic state. In the present case this
approximation with B3LYP yields σ = 0.03 eV for Acr
which is almost an order of magnitude smaller than our
broadening paramter of 0.2 eV obtained from the sys-
tematic but still empirical strategy shown above. This
indicates that the Marcus theory does not satisfactorily
account for the inhomogeneous broadening of the bands
of the solvated photocatalyst molecules studied here.

Using the optimal band-width of 0.2 eV, we can com-
pare the results of the single-point approach with the
quantum-corrected ensemble spectrum obtained from our
multiscale approach. Fig. 11 shows this comparison
for both B3LYP and M06. We can see that the two
methods yield very similar spectra for both functionals.
In particular, the line shapes match quite well despite
the huge difference in their Gaussian widths. A red-
shift is clearly seen for the peak at low wavelengths (360
nm vs 380 nm) of the ensemble spectra as compared to
the spectrum obtained for the optimized configuration of
Acr. Similar redshifts have been observed for other sys-
tems when nuclear quantum effects were included into
the simulations.12,14,15,60 The good agreement between
the two approaches warrants further discussion. First
of all, these results can imply that enormous computa-
tional efforts could be saved by modeling the absorption
spectra using the single-point approach within an error
margin of a few tens of nm instead of employing our
multiscale approach. However, we think that this good
agreement between the two approaches is largely due to
the noticable core rigidity of the photocatalyst molecules

Figure 11. Comparison of the computed spectra obtained
from the ensemble approach and for the optimized structure
of Acr with functionals B3LYP (upper panel) and M06 (lower
panel). The same comparison for Acs using the B3LYP func-
tional is shown in Fig. S4.

(see Fig. 3) and therefore this agreement is quite spe-
cific. This rigidity is an important ingredient for the
delocalized electronic structure of these photocatalysts
which contributes mostly to the lowest transitions simu-
lated here. We therefore argue that similar good agree-
ment between single-point and ensemble approaches can
be expected when the electronic spectrum corresponds
to transitions of a conjugated systems implying a cer-
tain structural rigidity. Another aspect of this issue is
that quantum effects are expected for high vibrational
frequencies associated with strong bonds and rigid moi-
eties in molecules. In constrast, flexibility gives rise to
large conformational variety with limited quantum effects
but with a high degree of anharmonicity which prevents
the harmonic Wigner sampling. As we have seen earlier
in Fig. 3, the quantum corrected ensemble of Acr clearly
indicates that our photocatalysts feature both rigid and
flexible groups. Clearly, our selected molecules can in-
deed serve as good model structures to exploit our mul-
tiscale approach in calculating quantum corrected exci-
tation spectra.

IV. CONCLUSIONS

In this work, we present a multiscale approach to ob-
tain reliable absorption spectra that includes nuclear
quantum effects for selected photocatalyst molecules.
Our strategy is based on an extensive QM/MM sampling
of solvated photocatalyst-solvent distributions. Subse-
quently, the trajectories are modified by the recently de-
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veloped GSTA method to account for the nuclear quan-
tum effects through a prost-processing treatment of the
classical MD trajectories. The absorption spectrum is
then obtained for both the classical and quantum trajec-
tories by performing TDDFT calculations on the ensem-
ble of solutes solvated implicitly in the same solvent. We
also present a statistical method to find the optimal ker-
nel function widths to obtain absorption spectra where
the nuclear quantum effects can be identified and sepa-
rated from the effects of artificial broadenings from kernel
regression; this optimal width is a function of the size of
the ensemble but it is optimal in the leave-one-out cross
validation sense.

A single-point (i.e. optimizing the molecular geometry
then performing a single TDDFT calculation) evaluation
of typical functionals for TDDFT led to the conclusion
that the B3LYP and the M06 functionals predict the
absorption spectra of the selected photocatalysts suffi-
ciently well. We also saw that without exact exchange or
with additional Coulomb range-separation in the func-
tionals the agreement between theory and experiment
is less satisfactory. Analysis of the spectra calculated
with B3LYP and M06 in the ensemble average has clearly
shown that quantum effects remarkably change the cal-
culated absorption spectra: they broaden the absorption
bands and conceal smaller peaks. We have also found
that this feature is essential to achieve good agreement
with experiment. In this regard, we can conclude that
the GSTA method represents a viable and easy-to-use
method for revealing quantum effects influencing the elec-
tronic absorption spectra.

Interestingly, we have also found that for Acr and Acs
the single-point approach performs equally well with an
empirical broadening factor of 0.2 eV. This observation
can be explained by noticing that the conjugated elec-
tronic structure of these photocatalysts induces a high
degree of rigidity for these molecules which restricts the
configurational space of both molecules. Hence, similar
good performance of the single-point approach cannot be
expected for more flexible molecules. We also note that
this single-point approach has limited predictive capabil-
ity as the selection of the optimal broadening parameter
has significant influence on the absorption line shape and

it cannot be determined adequately without experimen-
tal reference.

In conclusion, we have demonstrated that our multi-
scale approach can successfully predict optical spectra for
photocatalysts molecules. The effect of quantum correc-
tions has been found particularly important which could
be included in our methodology by employing the GSTA
method on classical trajectories in a simple postprocess-
ing method representing negligible computational cost.
Our analysis indicated that GSTA can be applied succes-
fully on anharmonic systems where the Wigner sampling
does not work. It implies that GSTA can also be used
to generate initial conditions for photochemical dynam-
ics calculations. We have also given a statistical protocol
to obtain the width of the line shape function for pro-
ducing ensemble averaged spectra discriminating in this
way between the broadening due to quantization and the
inevitable numerical effects.
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VI. SUPPORTING INFORMATION

Plots of the cost functions used to obtain the opti-
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0.04-0.15 eV; 12 spectra obtained from 400 randomly se-
lected frames of the GSTA corrected trajectory of Acr;
comparison of the computed spectra of Acs obtained
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Garćıa, J.; Dávalos, J. Z.; Rivero, D.; Cuevas, C. A.;
Kinnison, D. E.; Sitkiewicz, S. P.; Roca-Sanjuán, D.;
Francisco, J. S. Gas-Phase Photolysis of Hg(I) Radi-
cal Species: A New Atmospheric Mercury Reduction
Process. J. Am. Chem. Soc. 2019, 141, 8698–8702.
https://doi.org/10.1021/jacs.9b02890.

[24] Sitkiewicz, S. P.; Rivero, D.; Oliva-Enrich, J.
M.; Saiz-Lopez, A.; Roca-Sanjuán, D. Ab Initio
Quantum-Chemical Computations of the Absorption
Cross Sections of HgX2 and HgXY (X, Y = Cl, Br,
and I): Molecules of Interest in the Earth’s Atmo-
sphere. Phys. Chem. Chem. Phys. 2019, 21, 455–467.
https://doi.org/10.1039/c8cp06160b.

[25] Berta, D.; Ferenc, D.; Bakó, I.; Madarász, Á.
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[48] Schäfer, A.; Huber, C.; Ahlrichs, R. Fully Optimized
Contracted Gaussian Basis Sets of Triple Zeta Valence
Quality for Atoms Li to Kr. J. Chem. Phys. 1994, 100,
5829–5835. https://doi.org/10.1063/1.467146.

[49] Mooney, J.; Kambhampati, P. Get the Basics
Right: Jacobian Conversion of Wavelength and En-
ergy Scales for Quantitative Analysis of Emission
Spectra. J. Phys. Chem. Lett. 2013, 4, 3316–3318.
https://doi.org/10.1021/jz401508t.

[50] a) Perdew, J. P.; Ernzerhof, M.; Burke, K. Ra-
tionale for Mixing Exact Exchange with Density
Functional Approximations. J. Phys. Chem. 1996,
105, 9982–9985. https://doi.org/10.1063/1.472933. b)
Adamo, C.; Barone, V. Toward Reliable Density Func-
tional Methods without Adjustable Parameters: The
PBE0 Model. J. Chem. Phys. 1999, 110, 6158–6170.
https://doi.org/10.1063/1.478522.

[51] Chai, J.-D.; Head-Gordon, M. Long-Range Corrected
Hybrid Density Functionals with Damped Atom–Atom
Dispersion Corrections. Phys. Chem. Chem. Phys. 2008,
10, 6615. https://doi.org/10.1039/b810189b.

[52] Yanai, T.; Tew, D. P.; Handy, N. C. A New
Hybrid Exchange–Correlation Functional Us-
ing the Coulomb-Attenuating Method (CAM-
B3LYP). Chem. Phys. Lett. 2004, 393, 51–57.
https://doi.org/10.1016/j.cplett.2004.06.011.

[53] M. Barbatti, M. Ruckenbauer, F. Plasser, J. Pittner, G.
Granucci, M. Persico, and H. Lischka, NEWTON-X: a
surface-hopping program for nonadiabatic molecular dy-
namics; WIREs: Comp. Mol. Sci., 2014, 4, 26. doi:
10.1002/wcms.1158; M. Barbatti, G. Granucci, M. Ruck-
enbauer, F. Plasser, R. Crespo-Otero, J. Pittner, M. Per-
sico, H. Lischka, NEWTON-X: A package for Newtonian
Dynamics Close to the Crossing Seam (v. 2.2). Available
via the Internet at www.newtonx.org, 2018.

[54] Laurendeau, N. M. Statistical Thermodynamics: Funda-
mentals and Applications; Cambridge University Press,
2005.

[55] a) Silva-Junior, M. R.; Schreiber, M.; Sauer, S. P.
A.; Thiel, W. Benchmarks for Electronically Excited
States: Time-Dependent Density Functional Theory and
Density Functional Theory Based Multireference Config-
uration Interaction. J. Chem. Phys. 2008, 129, 104103.
https://doi.org/10.1063/1.2973541.; b) Maier, T. M.;
Bahmann, H.; Arbuznikov, A. V.; Kaupp, M. Validation
of Local Hybrid Functionals for TDDFT Calculations of

Electronic Excitation Energies. J. Chem. Phys. 2016,
144, 074106. https://doi.org/10.1063/1.4941919.; c)
Suellen, C.; Freitas, R. G.; Loos, P.-F.; Jacquemin,
D. Cross-Comparisons between Experiment, TD-
DFT, CC, and ADC for Transition Energies. J.
Chem. Theory Comput. 2019, 15, 4581–4590.
https://doi.org/10.1021/acs.jctc.9b00446.; d) Lau-
rent, A. D.; Jacquemin, D. TD-DFT Benchmarks:
A Review. Int. J. Quantum Chem 2013, 113,
2019–2039. https://doi.org/10.1002/qua.24438.; e)
Shao, Y.; Mei, Y.; Sundholm, D.; Kaila, V. R. I.
Benchmarking the Performance of Time-Dependent
Density Functional Theory Methods on Biochro-
mophores. J. Chem. Theory Comput. 2020, 16, 587–600.
https://doi.org/10.1021/acs.jctc.9b00823.; f) Laurent,
A. D.; Adamo, C.; Jacquemin, D. Dye Chemistry
with Time-Dependent Density Functional Theory.
Phys. Chem. Chem. Phys. 2014, 16, 14334–14356.
https://doi.org/10.1039/c3cp55336a.

[56] Cerezo, J.; Avila Ferrer, F. J.; Prampolini, G.; Santoro,
F. Modeling Solvent Broadening on the Vibronic Spectra
of a Series of Coumarin Dyes. From Implicit to Explicit
Solvent Models. J. Chem. Theory Comput. 2015, 11,
5810–5825. https://doi.org/10.1021/acs.jctc.5b00870.

[57] Ferrer, F. J. A.; Improta, R.; Santoro, F.; Barone, V.
Computing the Inhomogeneous Broadening of Electronic
Transitions in Solution: A First-Principle Quantum Me-
chanical Approach. Phys. Chem. Chem. Phys. 2011, 13,
17007. https://doi.org/10.1039/c1cp22115a.

[58] Curutchet, C.; Mennucci, B. Quantum Chemical Stud-
ies of Light Harvesting. Chem. Rev. 2016, 117, 294–343.
https://doi.org/10.1021/acs.chemrev.5b00700.

[59] Blumberger, J. Recent Advances in the Theory and
Molecular Simulation of Biological Electron Trans-
fer Reactions. Chem. Rev. 2015, 115, 11191–11238.
https://doi.org/10.1021/acs.chemrev.5b00298.

[60] Grisanti, L.; Pinotsi, D.; Gebauer, R.; Kaminski
Schierle, G. S.; Hassanali, A. A. A Computational
Study on How Structure Influences the Optical Prop-
erties in Model Crystal Structures of Amyloid Fib-
rils. Phys. Chem. Chem. Phys. 2017, 19, 4030–4040.
https://doi.org/10.1039/c6cp07564a.



15

Table of Contents Graphic


