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Abstract

Rational solid-state synthesis of inorganic compounds is formulated as catalytic nu-

cleation on crystalline reactants, where contributions of reaction and interfacial ener-

gies to the nucleation barriers are approximated from high-throughput thermochemical

data, and structural and interfacial features of crystals, respectively. Favorable synthe-

sis reactions are then identified by a Pareto analysis of relative nucleation barriers and

phase-selectivities of reactions leading to the target. We demonstrate the application

of this approach in reaction planning for solid-state synthesis of a range of compounds,

including the widely-studied oxides LiCoO2, BaTiO3 and YBa2Cu3O7, as well as other

metal oxide, oxyfluoride, phosphate and nitride targets. Pathways for enabling ret-

rosynthesis of inorganics are also discussed.

Introduction

Solid-state synthesis of inorganic materials lacks a general theory to facilitate rational plan-

ning and selection of reactions.1–4 Formation of a new solid phase often occurs through

nucleation and growth, phenomena that are driven by a complex interplay of bulk, surface

and interface thermodynamics and transport,5,6 hindering any straightforward, step-by-step
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reconstruction of crystals from smaller components as in organic retrosynthesis.7 Hence,

machine-learning and text-mining based approaches are being sought towards enabling pre-

dictive synthetic capability for inorganic solids,8–14 accompanied by first-principles studies

providing in-depth analyses of reaction mechanisms in individual systems or higher-level syn-

thesizability trends.15–18 Lack of a generally applicable rational synthesis planning framework

is considered the missing link for realization of computer-designed functional inorganic ma-

terials.1,4,19

While a reaction involving two or more solids may eventually become rate-limited by dif-

fusion of reacting species towards the reaction zone as the product thickens,20–22 the emergent

product phase at the onset of the reaction is often controlled by nucleation. This concept

of phase selection through nucleation has the potential to enable design of rational synthesis

routes for inorganics. In fact, choosing starting materials that are not only favorable for

the reaction thermodynamics, but can also provide a surface for heterogeneous, catalytic

nucleation of the target phase is a familiar concept in solid-state chemistry.21,23 However, a

quantitative treatment of nucleation with ab-initio or atomistic computations is challenging,

and as such has not yet yielded a practical method for synthesis route prediction for inor-

ganic solids. Here we show that high-throughput thermochemical data and crystal structure

features of materials can be combined to approximate the relative favorability of solid-state

syntheses within the well-known classical nucleation theory (CNT).6,23–26 The resulting ap-

proach for rational planning of inorganic solid-state synthesis routes (hereafter referred as

PIRO) can rapidly identify the most favorable solid-state reactions for a target inorganic

compound, and is broadly applicable.

Theory

Starting with the steady-state CNT description,6,23–26 for a given reaction k with solid reac-

tants αi ∈ {α1, α2, ..., αn}, we write the rate of heterogeneous nucleation of a target phase β
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on the surface of a reactant αi at temperature T as:

Jαi→β = J0 · exp[−∆G∗αi→β/kBT ] (1)

where J0 is the pre-exponential factor, and ∆G∗αi→β, is the critical nucleation barrier, which

can be written for spherically-shaped nuclei as:

∆G∗αi→β = (16π/3)γ3βv[∆Gk]
−2f(Sαi→β) (2)

Here γβv is the surface energy of phase β, ∆Gk is the free energy of reaction k per volume of

the cluster of phase β being formed, and the factor f(Sαi→β) varies from 0 to 1 and quantifies

the reduction in the barrier from the homogenous (uncatalyzed) limit on the surface of αi

as a function of Sαi→β (the cosine of the contact angle θβαi
between substrate αi and β)

described by:

Sαi→β = cos(θβαi
) = (γαiv − γβαi

)/γβv. (3)

γ values correspond to interfacial energies between the subscript phases (or surface energy

in case of v). For β nucleating as a spherical cap, f can be written as a monotonic function:

(2− 3Sαi→β + S3
αi→β)/4.

While ∆Gk is relatively straightforward to estimate from thermochemical data, a general,

quantitative assessment of Eq. 2 is hindered by the extreme difficulty in computation or

experimental measurement of interfacial and surface energies in Eq. 3. However, as γβv is

constant for a given target β, a direct approximation of Sαi→β itself, instead of the interfacial

energy terms, would be sufficient to obtain relative values of nucleation barriers for different

reactions k using Eq. 2.

To identify the reactions that may have a relatively higher catalytic nucleation effect for

synthesis of the target phase, we need to look for those with small f(Sαi→β). This condition

can simply be achieved in CNT by maximizing Sαi→β through maximizing the surface energy
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of α and minimizing β−α interface energy, which however would require quantitative assess-

ments of these two terms. There is nevertheless a special case of Eq. 3 within the physical

boundaries of catalytic CNT that we can target; i.e. Sαi→β → 1. This condition is tractable

through the energy ratios in Eq. 3, and is in fact a ubiquitous special case that is in line with

the well-known guidelines in solid-state reactions21,27 that choosing starting materials (i)

structurally and chemically (or topochemically) similar and (ii) epitaxially commensurate to

a target compound can be beneficial for a reaction to succeed. In view of Eq. 3, we see that

argument (i) would help obtain similar magnitudes for surface energies (and hence γαiv/γβv

remain close to ≈ 1; see Fig. S1), and (i) and (ii) together would facilitate a small interfacial

energy, γβαi
(and hence γβαi

/γβv → 0 at the ideal limit).

In light of these empirical arguments, since our goal is to simply separate the favorable

reactions from others, we assume a simple tangent plane approximation near Sαi→β = 1 to

capture the deviation from this ideal upper bound as:

Sαi→β ≈ 1− qsimαi,β
− qepiαi,β

(4)

where qsimαi,β
and qepiαi,β

are distance metrics normalized to [0,1] that quantify similarity and

epitaxial matching of αi and β, respectively, and are easily obtainable from the crystal struc-

tures, as explained later. This approximation becomes exact at the limit αi = β, as long

as q → 0 for both cases. Therefore, with reasonable approximations to the similarity and

epitaxy related metrics, Eq. 4 should return values closer to 1 for αi that has high catalytic

potency for nucleation of β and should otherwise be smaller when such potency is low or

uncertain within the boundaries of the framework. In effect, CNT-based catalytic nucle-

ation formulation for ∆G∗αi→β is reduced to a practical filter that prioritizes catalytically

and thermodynamically favorable synthesis reactions over others, using only data easily ac-

cessible from thermochemical databases and crystal structures. The pre-exponential factor

J0 depends on the phases involved in catalytic nucleation,25 but entering as an exponential
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term, ∆G∗αi→β would be the predominant factor in Eq. 1 influencing the relative nucleation

rates towards β, and hence suitable for qualitatively filtering reactions on the basis of their

nucleation potency. Still, one specific contribution to J0 that we should consider is the rate

factor capturing the kinetics of cluster growth with an exponential (Arrhenius-type) temper-

ature dependence on an activation barrier ∆Eαi→β. Considering that solid-state synthesis

almost exclusively takes place at moderately high-temperatures and ∆Eαi→β is difficult to

quantify for solid-state components, one option could be to neglect this term and test the

use of nucleation barrier directly. Diffusion can often be facilitated by high-temperature

(e.g. Tammann’s rule28) and use of starting materials that decompose (e.g. carbonates)

upon heating. As another option, ∆Eαi→β can be used as a parameter deduced from poten-

tial diffusion bottlenecks, and lumped together with ∆G∗αi→β to obtain an effective barrier

to rank reactions, ∆G∗∗αi→β ≈ ∆G∗αi→β + ∆Eαi→β. For example, presence of a topotactical

relationship between αi and β may lead to easier atomic arrangements at the reaction inter-

face,21 which may be crudely captured as ∆Eαi→β ∝ qsimαi,β
. Ultimately, for a given candidate

reaction k, we assign the minimum catalytic barrier to nucleation we find among reactants,

∆G∗∗k = min{∆G∗∗α1→β,∆G
∗∗
α2→β, ...,∆G

∗∗
αn→β}.

The relative potency of reaction k for catalytic nucleation of a given target β can now

be compared through ∆G∗∗k values, but an assessment of whether the same reaction would

yield any alternative (or parasitic) phases other than β by comparison of nucleation rates of

different products would require a quantitative description of surface/interface energy terms

entering Eqs. 2 and 3. Instead, we turn to a simple heuristic that captures the phase

competition based on thermodynamics only: the larger the number of other (parasitic)

products the reactants of a reaction k can be rebalanced to yield (as the exact ratio of

reactants do not have much bearing on the microscopic nucleation process21) with a favorable

(negative) free energy, the higher the chances of that reaction producing parasitic phases. We

prefer reactions that minimize this number as they likely have higher selectivity for target β.

This concept is illustrated in Fig. 1, where we see that minimization of this metric directly
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competes with ∆Gk, and in effect, the nucleation barrier.
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Figure 1: Schematic illustration of the main computational steps in rational solid-state
synthesis planning approach, PIRO. Given a target phase β, one begins by building a reaction
library enumerating all possible reactions leading to the target phase, then analyzing each of
these reactions on the basis of their relative nucleation barriers (Catalytic nucleation) and
the number of competing phases along the reaction pathway (Phase competition). With
a Pareto analysis, reactions having optimal or nearly-optimal trade-offs between the two
metrics can be determined.

Hence, we now have a data-driven framework (outlined in Fig. 1) that reasonably captures

the underlying physics for the onset of phase transformations leading to synthesis of a target

phase from CNT, and in turn factors in both free energies of reactions and potential catalytic

effects of their reactants for targeted synthesis of a phase β, as well as likelihood of reactions

to produce parasitic phases. Finding the most favorable reactions for β is reduced to a Pareto

optimality problem of minimizing the respective nucleation barrier and phase competition

metrics. Using this guidance, a prospective set of reagents can be chosen such that it has

the highest predicted rate of formation at a given number of potential side reactions, or the

highest ideal selectivity for a given relative rate.
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Methods

Formation enthalpy and crystal structure information for all solid phases are obtained from

the Materials Project (MP).29 In calculating the reaction free energies, temperature effects

are considered primarily through the enthalpy and entropy changes for the gaseous reactants

and products (e.g. O2, CO, CO2, H2O, N2 etc.) using the experimental standard values

obtained from Barin30 and NBS thermochemical tables.31 Change in gas free energy with

partial pressure with respect to the standard pressure of 1 atm is considered by adding

RT ln(P ), where R is the gas constant, to the gas chemical potentials. We neglect the

finite temperature enthalpy and entropy effects or PV contributions for solid phases, as they

are often negligible compared to that of the gas phases. Since carbonates are particularly

relevant for the examples in the following sections, a correction factor was fitted and added

per CO2−
3 (or equivalently per CO2, see Fig. S2) which ensures that experimental energies

of decomposition reactions of metal carbonates to their respective oxides are reproduced

accurately with DFT energy values obtained from the MP database in analogy with prior

reference corrections.32,33

Epitaxial-matching is computed as the minimal coincident area between a pair of phases

using the method by Zur and McGill,34 for planar interfaces with miller indices up to 2,

using the implementation by Ding et al.35 in pymatgen,36 normalized by 103 Å2. Similarity

(topochemical) between a pair of phases is measured as the quantile of the Euclidean distance

between 273-dimensional Voronoi-tessellation and composition-statistics based standardized

feature vectors of Ward et al.37 using the MatMiner38 package. Both metrics are desired

to be small for nucleation purposes, and their normalizations ensure consistency with their

intended use as q in Eq.4. In coupling barrier and diffusion terms in ∆Gαi→β
∗∗, we adopt

∆Eαi→β ≈ Cqsimαi,β
, treating C as a hyper-parameter set at 10 eV and assuming γβv ≈ 2 J/m2,

which in effect serve the purpose of practically weighting structural and chemical similarity

more when approximating the barrier, with effective weights of each term in ∆Gαi→β
∗∗ ad-

justed through proper selection of these parameters near typical values, rather than treating
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them as absolute terms.

For a given target phase, we find all possible balanced reactions that would lead to it

from available entries in the same chemical system (validating that the composition matri-

ces of reactions have proper effective ranks). Addition of an extra element to the chemical

space covering the target compound is allowed, so as to include common decomposable re-

actants/precursors (e.g. metal carbonates, hydroxides, nitrates etc.) or enable combustion-

type reactions. We do not explicitly test potential destabilization/decomposition of a re-

actant phase (e.g. carbonate) under the prescribed temperature-pressure conditions (which

would be straightforward to do), in order not to prematurely exclude potentially useful reac-

tions and assume such information would be factored in upon selection of reaction conditions

by the chemist. While the framework is not restricted to it, in the current examples, we con-

sider reactions that yield one solid phase (target) phase. A second phase is allowed to evolve,

if it is gaseous (e.g. CO2), and reactions are balanced accordingly. In that sense, current

implementation primarily pertains to high-temperature, ceramic, combustion or other solid-

state synthesis/mechanical-attrition routes, including atmosphere controlled scenarios, that

can be treated within these reaction constructions.

The interactive versions of the recommendation plots reported in this work can be found

in Supporting Information. The python library supporting the current framework will be

open-sourced at http://github.com/TRI-AMDD/ (upon publication). This software library

provides an easy-to-use interactive tool to generate similar plots for other systems.

Results and discussion

Overview of the practical use of PIRO approach

In the following sections, we present several case studies using the PIRO approach, starting

with three well-known functional metal oxides: the ferroelectric BaTiO3, the common Li-

ion battery cathode LiCoO2, and superconducting cuprate YBa2Cu3O7. The vast literature
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on synthesis of these technological materials allows us the perform an in-depth validation

of the presented synthesis route recommendation approach. Next, we provide numerous

case studies in less common, and chemically diverse set of systems to demonstrate general

applicability of the approach.

For every synthesis planning application, we need to specify which materials should be

considered as potential starting materials. For example, we find there to be 340 different

materials (considering also the carbonated forms) in the MP database at the time of writing

that can be used to generate about 1.4 × 105 balanced reactions for synthesis of BaTiO3.

Majority of these reactions are likely to be impractical simply based on what is available to

the chemist or at least easily-accessible, and hence it is prudent to introduce several filters

to help choose a viable subset of potential reactants. To start with, we may check whether

a particular material is (i) stable or within a certain distance of the energy-composition

convex-hull (e.g. 10 meV/atom) and/or (ii) experimentally-sourced (for which we use the

existence of an MP entry in the Inorganic Crystal Structure Database, ICSD39 as a proxy).

Additionally, we may filter reactant candidates by (iii) whether they are intermediates (e.g.

ternary compounds other than the target tetragonal BaTiO3 in Ba-Ti-O chemical space) and

(iv) whether a particular compound has a less common oxidation state (e.g. peroxides or

superoxides). When there are too many reactants, we may focus on those that were reported

as precursors in literature-mined synthesis recipes,10 which yields a more restrictive set than

(ii). Overall, as a general recipe for single-step reaction identification, we start with a

set of standard reactants comprised of experimentally-known, fully stable, simple (i.e. no

intermediates or unusual oxidation states) materials in the parent chemistry of the target, and

incrementally add more materials to the library as needed, such as any essential metastable

materials (e.g. rutile TiO2) or peroxides (e.g. BaO2). For the retrosynthetic analysis, we

follow a more specific strategy as explained later. Lastly, no such filters are needed for

the phase competition metric as it aims for quantifying as broadly as possible the relative

numbers of thermodynamically accessible phases from a set of reactants.
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Case study: Ferroelectric BaTiO3
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Figure 2: Route planning plots for synthesis of BaTiO3 under typical thermodynamic con-
ditions using various sets of starting materials. Standard reactants include elements, stable
binary compounds and carbonates. The set labeled as "inclusive" contains all stable com-
pounds in the Ba-Ti-O-C system. All starting materials are restricted to the experiment-
sourced structures present in the ICSD. Pareto fronts in each panel are shown as lines. The
recommended procedures are those relatively closer to the origin and points forming or near
the Pareto frontier.

The tetragonal perovskite BaTiO3 phase, BTO (MP: 5986) is a widely-studied industrial-

grade ferroelectric material. High-temperature reactions (generally between 800°C and

1300°C) with common precursors like BaCO3 or BaO, and TiO2 are used to conventionally

make BTO.40–45 The reactions pertaining to these exact reactants are found to be highly

favorable by PIRO (Fig.2(a) and (b), and Table 1) when one considers standard reactants

(i.e. elements, simple binary compounds and carbonates of Ba and Ti). Alternative combus-

tion synthesis routes using the peroxide as Ba source (BaO2) have also been reported,46–48
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mainly mixing metallic Ti and TiO2 and utilizing the highly oxidizing BaO2 to propagate

the reaction. Such a peroxide route is recovered near the lower bound of Pareto frontier as

R9 in Fig.2(c). We also find alternative peroxide driven reactions more favorable in terms

of phase competition (such as R5, R6, R7 or R8).

Conventional routes that use BaCO3 and TiO2 as starting materials often yield impurity

phases such as Ba2TiO4 and BaTi2O5, but these intermediates ultimately convert to BTO

during synthesis.43–45,49–53 This common observation is consistent with (i) the notable cat-

alytic effect of BTO on precipitation of these intermediates from the same starting materials

(Figs. S3 and S4, in line with phase evolutions in Refs.44,50–52), and (ii) the movement of

the Pareto front in Fig.2(d) towards more favorable regions in reactions that use such in-

termediate compounds as reactants (e.g. R11). While these routes would not be practical

for BTO as they require a priori synthesis of complex intermediates (often more difficult to

synthesize than BTO54 in solid-state), they indicate that deliberately controlling participa-

tion of intermediates through favorable reactions can be useful as a synthesis strategy. We

will later formalize generation of such multi-step pathways through a retrosynthetic analysis

approach.

Case study: Layered LiCoO2

High-temperature (layered) form of LiCoO2, or LCO (MP: 22526) is a widely used cathode

material for Li-ion batteries, which can be synthesized in solid-state using Li2CO3 as Li

source, and Co, CoO, Co3O4 or CoCO3 as Co source.55–60 We first generate recommendation

plots for LCO synthesis using standard reactants as input (Fig.3(a), and Table 2). We

find that such conventional reactions reported in the literature are immediately recovered as

favorable (in terms of Pareto optimality) among reactions devised from this precursor library.

In particular, the dominance of reactions R0 and R1 is in agreement with the reported

mechanism that most Co-sources first lead to formation of Co3O4 (or CoO, depending on

the temperature) which then reacts with the available Li precursor.56,58,59 Next, we test
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Figure 3: Route planning plots for synthesis of high-temperature (HT) form of layered Li-
CoO2 under typical thermodynamic conditions using various sets of starting materials. Stan-
dard reactants include elements, stable binary compounds and carbonates. The set labeled
as "inclusive" contains all stable compounds in the Li-Co-O-C system, and the set labeled
as "comprehensive" further adds metastable compounds that are within 10 meV/atom of
the convex-hull. All starting materials are restricted to the experiment-sourced structures
present in the ICSD. Pareto fronts in each panel are shown as lines. The recommended
procedures are those relatively closer to the origin and points forming or near the Pareto
frontier.
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Table 1: Reactions highlighted in Fig.2 for solid-state BaTiO3 synthesis. Minus (-) sign
implies gas release alongside product. The particular form of a compound can be inferred
from its MP entry number provided after its formula. Reactions are not necessarily ordered
or displayed based on favorability.

Label Reaction
R0* 1.0 BaO(1342) + 1.0 TiO2(2657)
R1* 1.0 TiO2(2657) + 1.0 BaCO3(4559) + -1.0 CO2
R2 0.5 Ti2O3(458) + 0.25 O2(1091399) + 1.0 BaO(1342)
R3 0.5 Ti2O3(458) + 0.25 O2(1091399) + -1.0 CO2 + 1.0 BaCO3(5504)
R4 1.0 TiC(631) + 2.0 O2(1091399) + -2.0 CO2 + 1.0 BaCO3(4559)
R5 1.0 BaO2(1105) + 1.0 TiO(1203)
R6 0.5 BaO2(1105) + 0.5 Ti2O3(458) + 0.5 BaO(1342)
R7 1.0 BaO2(1105) + 0.3333 Ti2O3(458) + 0.3333 Ti(72)
R8 1.0 BaO2(1105) + 0.5 Ti2O3(458) + -0.25 CO2 + 0.25 C(569304)
R9* 1.0 BaO2(1105) + 0.5 Ti(72) + 0.5 TiO2(2657)
R10 0.3333 Ti2O3(458) + 0.3333 BaO2(1105) + 0.3333 Ba2TiO4(3397)
R11 0.5 BaO(1342) + 0.5 BaTi2O5(3943)
R12 0.5 BaTi2O5(558159) + 0.25 Ba(122) + 0.25 BaO2(1105)

*Established synthesis route (or a derivative of such a route) recovered by the planning system.

whether less conventional but potentially more favorable routes exist by allowing peroxide

reactants (Fig.3(b)) and find that several Li2O2 driven reactions occupy the space between

the favorable/conventional R0 and R1. One of the most favorable routes in Fig.3(b); a

peroxide route based on Li2O2 and CoO (R8) was in fact reported by Johnston et al.61 as a

successful option for LCO synthesis, validating the predictions.

In the remaining panels of Fig.3, we show how the landscape of candidate synthesis

reactions for LCO changes as we allow intermediates as reactants. For instance, the low

profile Pareto frontier that appears in Fig.3(c) is dominated by antifluorite Li6CoO4 bearing

reactions (Table 2). The favorability of such reactions (e.g. R12, R13 and R14) in Fig.3(c) is

straightforward to reason: Li6CoO4 has a topotactic relationship with LCO and reduces phase

competition due to compositional proximity, and conversion between these two solid phases

is in fact readily observed in experiments.62 We find that synthesis of Li6CoO4 from standard

reactions stands out as highly favorable even when we include peroxides (See Fig. S5), which

results primarily from the catalytic effect of being iso-structural with Li2O, and is consistent
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with experiments.63 Hence, we see this two-step route that emerges from PIRO predictions

is in fact viable as each of its steps are corroborated by prior experimental results. Overall,

while discovery of multi-step synthesis routes may not be critical for LCO, such routes can

be designed through PIRO to achieve a more controlled pathway to the target. Along with

the BaTiO3 example, the confirmed viability of multi-step synthesis routes motivated us to

formulate a retrosynthetic reaction planning strategy that uses PIRO, as explained later.

In Fig.3(d), we observe that further addition of metastable phases to the precursor library

does not alter the position of the majority of the Pareto front, and above reactions remain

among the most favorable. Only at the lower phase competition end does the nominal

cathode reaction for LCO batteries (R15: CoO2 + Li) become part of the Pareto front.

While this is not a practical synthesis reaction per se (as the practical route to CoO2 itself

is delithiation of LCO64), its emergence reinforces the plausibility of the criteria used in

the PIRO approach, given that identical metrics; i.e. structural and chemical relationship

between the two layered phases and the large chemical driving force are also why LCO has

become the workhorse of the battery industry.

Case study: Superconducting YBa2Cu3O7

The chemistry that covers YBa2Cu3O7, or YBCO (MP: 20674) has been thoroughly stud-

ied in the literature due to the high-temperature superconducting properties of this class

of cuprates. The common conventional routes for YBCO synthesis involve Y2O3, CuO (or

Cu2O) and BaCO3 (or BaO),65–67 and are found to be Pareto optimal (R0, R1 and R3) in

PIRO recommendations for the use of standard (i.e. elements, simple binary compounds and

carbonates of metals, excluding metal-alloys) precursors (Fig.4(a) and Table 3). However,

achieving phase purity and completion through these conventional routes is known to be

challenging (requiring long calcination times, intermittent grindings, oxygenation etc.), and

therefore many alternative routes have been pursued for solid-state synthesis of YBCO.68

Among these, peroxide (BaO2) driven combustion routes with different Cu sources, such
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Table 2: Reactions highlighted in Fig.3 for solid-state HT-LiCoO2 synthesis. Minus (-) sign
implies gas release alongside product. The particular form of a compound can be inferred
from its MP entry number provided after its formula. Reactions are not necessarily ordered
or displayed based on favorability.

Label Reaction
R0* 0.5 Li2O(1960) + 0.0833 O2 + 0.3333 Co3O4(18748)
R1* 1.0 CoO(22408) + 0.5 Li2O(1960) + 0.25 O2
R2* 1.0 CoO(22408) + -0.5 CO2 + 0.25 O2 + 0.5 Li2CO3(3054)
R3* 0.0833 O2 + 0.3333 Co3O4(18748) + -0.5 CO2 + 0.5 Li2CO3(3054)
R4* 0.5 Li2O(1960) + -1.0 CO2 + 0.25 O2 + 1.0 CoCO3(21434)
R5* -0.5 CO2 + 1.0 Co(54) + 0.75 O2 + 0.5 Li2CO3(3054)
R6* 1.0 Li(135) + 0.3333 O2 + 0.3333 Co3O4(18748)
R7* -1.5 CO2 + 0.25 O2 + 0.5 Li2CO3(3054) + 1.0 CoCO3(21434)
R8* 1.0 CoO(22408) + 0.5 Li2O2(841)
R9** 0.5 Li2O2(841) + -1.0 CO2 + 1.0 CoCO3(21434)
R10** 0.3333 Li2O(1960) + 0.1667 Li2O2(841) + 0.3333 Co3O4(18748)
R11** 0.5 Li2O2(841) + 0.25 Co3O4(18748) + 0.25 Co(54)
R12 0.25 O2 + 0.8333 CoO(22408) + 0.1667 Li6CoO4(18925)
R13 0.1111 O2 + 0.1667 Li6CoO4(18925) + 0.2778 Co3O4(18748)
R14 0.2 Li2O2(841) + 0.1 Li6CoO4(18925) + 0.3 Co3O4(18748)
R15*** 1.0 CoO2(32686) + 1.0 Li(135)

*Established synthesis route (or a derivative of such a route) recovered by the planning system.
**Promising route suggested by the planning system. ***Standard overall reaction of LCO

containing battery with a nominal Li anode.
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Figure 4: Route planning plots for synthesis of tetragonal YBa2Cu3O7 under typical ther-
modynamic conditions using various sets of starting materials. Standard reactants include
elements, stable binary compounds (excluding Y-Cu and Y-Ba alloys for simplicity) and car-
bonates. The set labeled as "inclusive" expands the set of standard reactants and peroxides
to include ternary intermediates (e.g. Y2Cu2O5). All starting materials are restricted to the
experiment-sourced structures present in the ICSD. Pareto fronts in each panel are shown
as lines. The recommended procedures are those relatively closer to the origin and points
forming or near the Pareto frontier.
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as metallic Cu,69 Cu2O70,71 and CuO72–75 have received notable attention as they enable

shorter, often single-step synthesis. In agreement with these reports, peroxide-driven routes

from PIRO (Fig.4(b) and Table 3) dominate the Pareto-optimal regions, predicted to outper-

form the common precursor routes above. In particular, the BaO2-Cu2O-Y2O3 route (R4),

which was reported to be highly favorable for producing phase-pure YBCO with no carbon-

ate impurities,70,71 is predicted as one of the most-favorable routes in Fig. 4(b). The method

overall remains predictive even when a reaction’s in situ pathway may potentially involve

intermediate steps, which can explained by the explicit localized consideration of each pos-

sible reaction front between the reactants and target for catalytic nucleation, isolated from

any other concurrent precipitations. In Fig. 4(c), we observe that addition of ternary in-

termediates to standard reactant sets introduces many new reactions. These intermediates

appear frequently during synthesis of YBCO,67,76–79 and can participate in reactions that

lead to YBCO formation (e.g. R10 was reported previously67). In Fig. 4(d), we see that the

previously confirmed, simple peroxide route R4 remains one of the most viable options even

when more complex reactions are designed using both peroxides and intermediates (also Ta-

ble 3). We will revisit YBCO in a later section when designing a strategy for retrosynthesis

of inorganics using PIRO.

Case studies of other compounds

We show the route planning plots for several less-common inorganic compounds selected from

the solid-state chemistry literature in Fig.5. These examples include Ca3VN3 by Vennos and

DiSalvo,80 Ca2CrSbO6 by Retuerto et al.,81 K2V3P4O17 by Lii et al.,82 LiNa5Mo9O30 by

Zhang et al.,83 NaTi8O13 by Akimoto and Takei,84 and Sr2FeO3F by Galasso and Darby85

The selection was deliberately kept at a cursory level for broader testing, the only basic

criteria being the reported compound to have a clear solid-state route in the cited study and

a matching entry (calculation) in the MP database. In all examples, we find the reported

routes to be on or close to the Pareto frontiers, providing further validation for the PIRO
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Table 3: Reactions highlighted in Fig.4 for solid-state YBCO synthesis. Minus (-) sign
implies gas release alongside product. The particular form of a compound can be inferred
from its MP entry number provided after its formula. Reactions are not necessarily ordered
or displayed based on favorability.

Label Reaction
R0* 3.0 CuO(1692) + 0.25 O2 + 0.5 Y2O3(2652) + 2.0 BaO(1342)
R1* 1.0 O2 + 1.5 Cu2O(361) + 0.5 Y2O3(2652) + 2.0 BaO(1342)
R2* 3.0 Cu(30) + 1.75 O2 + 0.5 Y2O3(2652) + 2.0 BaO(1342)
R3* -2.0 CO2 + 3.0 CuO(1692) + 0.25 O2 + 0.5 Y2O3(2652) + 2.0 BaCO3(4559)
R4* 2.0 BaO2(1105) + 1.5 Cu2O(361) + 0.5 Y2O3(2652)
R5** 3.0 CuO(1692) + 0.5 Y2O3(2652) + 0.5 BaO2(1105) + -1.5 CO2 + 1.5 BaCO3(4559)
R6** 1.5 Cu(30) + 1.5 CuO(1692) + 0.5 Y2O3(2652) + 2.0 BaO2(1105)
R7* 2.0 BaO2(1105) + 3.0 CuO(1692) + -0.75 O2 + 0.5 Y2O3(2652)
R8 -0.5 CO2 + 0.6667 Ba2(CuO2)3(615789) + 0.1667 Ba(122) + 0.5 BaCO3(4559) + 0.5 Y2Cu2O5(2882)
R9 2.25 O2 + -1.75 CO2 + 1.0 Ba2(CuO2)3(615789) + 0.25 Y4C7(1200885)
R10* 0.25 O2 + 2.0 CuO(1692) + -2.0 CO2 + 2.0 BaCO3(4559) + 0.5 Y2Cu2O5(2882)
R11 1.25 O2 + -2.0 CO2 + 2.0 Cu(30) + 2.0 BaCO3(4559) + 0.5 Y2Cu2O5(2882)
R12 2.0 Cu(30) + 1.25 O2 + 2.0 BaO(1342) + 0.5 Y2Cu2O5(2882)
R13 1.0 Cu(30) + 2.0 BaO2(1105) + 0.5 Cu2O(361) + 0.5 Y2Cu2O5(2882)
R14 1.5 Cu(30) + 2.0 BaO2(1105) + 0.5 CuO(1692) + 0.5 Y2Cu2O5(2882)
R15 1.75 BaO2(1105) + 0.25 BaY2O4(3952) + 1.25 Cu2O(361) + 0.25 Y2Cu2O5(2882)
R16 1.0 BaO2(1105) + 0.5 Cu2O(361) + 0.5 Y2Cu2O5(2882) + 1.0 BaCuO2(997034)
R17 1.5 BaO2(1105) + 0.5 Cu2O(361) + 0.5 Ba(CuO)2(7374) + 0.5 Y2Cu2O5(2882)
*Established synthesis route (or a derivative of such a route) recovered by the planning system.
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approach presented.

Solid-state retrosynthetic pathways

In case studies targeting BTO, LCO and YBCO, we concluded that the PIRO approach can

help design multi-step synthesis pathways. In this section, we seek to formulate a more formal

strategy for finding viable reaction trees that can exploit intermediate structures to realize

the solid-state synthesis of a target inorganic compound from commonly used precursors,

akin to the retrosynthetic planning of organic molecules.7,86 And in analogy with organic

synthesis, we need to define a set of rules and codify the chemists’ heuristics to arrive at

tractable synthesis plans. We will use YBCO as an example throughout this section.

Similar to our general strategy, we limit the space of starting materials considered for

reactions to ICSD-based MP entries that are stable, and explicitly add any experimentally-

known metastable phase only when needed (e.g. a particular precursor or a known interme-

diate that is metastable in MP). Even then, inclusion of complex reactants such as peroxides

and intermediates can easily yield hundreds of feasible reactions to consider in the analysis,

as seen in Fig.4(d). Besides, a set of reactions that have too many intermediate phases to

make would lead to reaction trees that are too wide or deep, and we would want to keep

auxiliary syntheses of any intermediate phase that is not available as a commercial reagent

to a minimum. In addition, the higher the number of solid reactants in a reaction, the

higher the likelihood of solid-phase transport to become a bottleneck in progress of the reac-

tion. In light of these arguments, we introduce the following heuristics for carrying out the

retrosynthetic analysis for inorganics using PIRO:

1. We choose reactions leading to the target to have at most one intermediate compound

that has not been listed as a known precursor in the literature among the reactants,

which we assess using the literature-parsed solid-state precursor dataset of Kononova

et al.10 The remainder of the selected reactants should either be part of the Kononova

dataset and/or are elements or binary compounds (or e.g. their carbonated versions).
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We exclude reactions that require making metal-alloys (e.g. YCu2), except metal-

carbides or elemental graphite to attain carbothermal87 and/or self-sustaining high-

temperature synthesis88 routes.

2. We limit the number of solid reactants to a maximum of n− 1 where n is the number

of chemical species in our target phase (e.g. maximum three solid reactants considered

for YBCO synthesis).

3. We consider only two-step pathways; i.e. reaction tree is allowed to be two layers deep.

In other words, all intermediates that are used as reactants in reactions leading to target

need to be synthesized exclusively from known precursors (no further intermediates

allowed).

4. We limit the number of first-layer reactions (leading to target) to 10, and that of

second-layer reactions (leading to intermediates required for first-layer) to 5 for auxil-

iary synthesis of each intermediate. These limits ensure obtaining a practical reaction

tree that is not too wide. To rank and select such feasible subsets of reactions based

on nucleation potency and phase competition metrics, we use a common approach for

multi-objective decision making called TOPSIS.89

The reaction tree obtained for solid-state synthesis of YBCO based on these guidelines

is shown in Fig.6 and the respective reactions are listed listed in Table 4. In effect, this

reaction tree covers 42 routes: one of which is a single step pathway and the rest (41 routes)

are two-step synthesis pathways. These two-step pathways have first-layer reactions that

utilize a ternary intermediate; including BaCuO2, Ba2CuO3, Ba(CuO)2 and Y2Cu2O5 except

for the one-step peroxide route BaO2-Y2O3-Cu2O (20674:R0). Many intermediate phases

in fact evolve during synthesis of YBCO,67,77–79 and hence deliberately utilizing them can

help constrain the reactions to follow a desired pathway. Besides, such ternary intermedi-

ates require two solid reactants in all high-ranking reactions in Table 4, and can therefore

be produced at a single reaction interface more controllably. For instance, 20674:R1 uses
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BaCuO2, which is known to form easily during YBCO synthesis or explicitly from precursors

CuO and BaCO3,67,76 a high-ranking reaction in Table 4 for BaCuO2 (997034:R1). Hence,

a two-step progression like 997034:R1⇒20674:R1 is quite plausible for YBCO synthesis. In

fact, an almost identical pathway has been reported by Ruckenstein et al.67 (only difference

being use of CuO instead of 0.5 Cu2O, which has negligible effect on reaction energy near

temperatures close to CuO→Cu2O decomposition). The BaCO3 version of first-layer reac-

tion 20674:R7 was also reported to yield YBCO.67 The intermediate required for the first

layer reaction 20674:R3 or 20674:R4; i.e., the Ba2CuO3 phase is reported to be amenable to

synthesis via the peroxide route BaO2-CuO (8790:R2) already ranked as favorable by the

system,90,91 implying such two-step pathways are plausible. Overall, experimental findings

in the literature for YBCO provide a certain degree of validation and plausibility for the

retrosynthetic pathways obtained via PIRO and the practical strategy we outlined.

Current limitations and future work

As in any new predictive method, we should reiterate the basic assumptions/limitations and

provide a roadmap for improvement of PIRO. By design the main function of the framework

is to distinguish reactions favorable for preferential nucleation of a target phase from those

that we cannot make such an assessment within the boundaries of our framework. Reactions

away from the Pareto optimality may still be functional in practice, either because they

may proceed through a mechanism not modeled well by a CNT-based approach or because

of the approximations we make to estimate physical and chemical quantities or render the

CNT tractable for high-throughput data. Many of these limitations can be systematically

tackled in the near future. For example, Fig. S1 shows that the approximation to capture

the deviation of the surface energy ratios from unity via a simple similarity distance met-

ric (which in turn helped simplify Eq.3 to a tractable level in Eq.4) functions exactly as

intended in the framework towards isolating reactions with high nucleation potency from

those with unknown potency (where the ratios spread out with distance). Computed or
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Figure 6: Retrosynthetic analysis for the planning of solid-state synthesis of YBCO with
single-step or two-step pathways at 1100 K in open atmosphere, starting from simple pre-
cursors. Rounded rectangles show readily available precursor compounds/materials (blue
rectangles) and intermediates (red rectangles) input for or output from synthesis reactions
labeled in boxes. Reactions in red boxes produce intermediates, and those in green boxes
produce the target compound. The particular form of a compound can be inferred from its
MP entry number provided after its formula. Similarly, reaction labels contain the target
compound, and the respective reaction number listed in the text. Gray dashed-lines indicate
gas release. Equations of reactions are listed in Table 4.
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Table 4: Synthesis reactions obtained from retrosynthetic analysis of YBCO. Reaction labels
list the MP id of the target compound and a reaction number, separated by a colon (e.g.
20674:R0).

Label Reaction
YBCO
20674:R0 0.5 Y2O3(2652) + 2.0 BaO2(1105) + 1.5 Cu2O(361)
20674:R1 0.5 O2 + 0.5 Y2O3(2652) + 0.5 Cu2O(361) + 2.0 BaCuO2(997034)
20674:R2 1.0 Cu(30) + 0.75 O2 + 0.5 Y2O3(2652) + 2.0 BaCuO2(997034)
20674:R3 0.25 O2 + 2.0 CuO(1692) + 0.5 Y2O3(2652) + 1.0 Ba2CuO3(8790)
20674:R4 0.75 O2 + 0.5 Y2O3(2652) + 1.0 Cu2O(361) + 1.0 Ba2CuO3(8790)
20674:R5 0.5 BaO(1342) + 1.5 Ba(CuO)2(7374) + 1.0 O2 + 0.5 Y2O3(2652)
20674:R6 1.5 Ba(CuO)2(7374) + 0.75 O2 + 0.5 Y2O3(2652) + 0.5 BaO2(1105)
20674:R7 2.0 BaO(1342) + 0.25 O2 + 2.0 CuO(1692) + 0.5 Y2Cu2O5(2882)
20674:R8 1.5 Ba(CuO)2(7374) + 1.0 O2 + 0.5 Y2O3(2652) + -0.5 CO2 + 0.5 BaCO3(4559)
20674:R9 2.0 Cu(30) + 1.25 O2 + 0.5 Y2O3(2652) + 1.0 Ba2CuO3(8790)
Intermediates
Ba(CuO)2
7374:R0 -1.0 CO2 + 1.0 Cu2O(361) + 1.0 BaCO3(4559)
7374:R1 1.0 BaCO3(5504) + -1.0 CO2 + 1.0 Cu2O(361)
7374:R2 2.0 CuO(1692) + 1.0 Ba(122)
7374:R3 1.0 BaO2(1105) + 2.0 Cu(30)
7374:R4 1.0 Cu2O(361) + 1.0 BaO(1342)
BaCuO2
997034:R0 1.0 BaO2(1105) + 1.0 Cu(30)
997034:R1 1.0 CuO(1692) + -1.0 CO2 + 1.0 BaCO3(4559)
997034:R2 1.0 CuO(1692) + -1.0 CO2 + 1.0 BaCO3(5504)
997034:R3 1.0 BaO2(1105) + 1.0 CuO(1692) + -0.5 O2

997034:R4 1.0 BaO2(1105) + 0.5 Cu2O(361) + -0.25 O2

Ba2CuO3
8790:R0 1.0 CuO(1692) + -2.0 CO2 + 2.0 BaCO3(4559)
8790:R1 1.0 CuO(1692) + -2.0 CO2 + 2.0 BaCO3(5504)
8790:R2 1.0 CuO(1692) + -1.0 O2 + 2.0 BaO2(1105)
8790:R3 -0.5 O2 + 2.0 BaO2(1105) + 1.0 Cu(30)
8790:R4 0.5 Cu2O(361) + -0.75 O2 + 2.0 BaO2(1105)
Y2Cu2O5
2882:R0 1.0 Y2O3(2652) + 1.0 O2 + 2.0 Cu(30)
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predicted surface/interface energies, if they become available, can help utilize Eq.3 directly

and make more refined predictions, including within the latter class of reactions. Tem-

perature effects on Gibbs free energy of solids (neglected here due to computational cost)

could be incorporated to obtain more accurate reaction energies, possibly via machine learn-

ing predictions.92 DFT energies for solids can be improved through use of new functionals

in high-throughput datasets.93 Thermodynamic models can be extended to other synthesis

processes such as metathesis reactions. The retrosynthetic planning strategy can be refined

using graph-theoretical approaches to chemical reaction networks.94

As noted by Jansen and Schön two decades ago,19,95 an essential step in planning the

synthesis of inorganics is a priori mapping of the energy landscape, which in our frame-

work would improve the informativeness of the phase competition metric (e.g. especially

in under-explored chemistries in Fig. 5) and pave the way for more effective planning of

synthesis. Today, this mapping can be achieved by efficiently populating the space with

low-energy hypothetical compounds generated using data-driven methods.17,96–98 While the

current implementation uses MP as the main data source,29 extensions of the framework to

work with other high-throughput DFT databases is also straightforward.99–102

Finally, we should stress that while we have demonstrated that PIRO can provide guid-

ance as an effective solid-synthesis planning tool for a wide array of materials, scientists would

be the ultimate decision makers in reaction selection, considering many additional factors

from safety or toxicity to decomposition temperatures, reactivities, instabilities, moisture

sensitivities, equipment constraints, and more critically, their field expertise and heuristics.

Conclusion

In summary, we presented a data-driven approach to classical nucleation theory that takes

into account structural, chemical and thermodynamic information for identifying catalytically-

favorable and phase-selective solid-state synthesis routes for target inorganic crystalline com-
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pounds. We tested and validated this computational approach through analyses of the ex-

perimental synthesis reports for a diverse array of compounds, and further showed how it

enables retrosynthetic analysis for designing multi-step synthesis reactions for inorganics.
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