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ABSTRACT 

A cost-effective method of theoretically predicting electronic transition rate constants from the 

excited-states of molecules is reported. This method is based on density functional theory 

calculations of electronic states and quantitative rate constant determination with the Fermi golden 

rule. The method is applied to theoretical determination of the excited-state decay mechanism of 

photoexcited benzophenone, a representative molecule in materials science, photochemistry, and 

biochemistry. Calculated rate constants for benzophenone are quantitatively consistent with 

experimental ones, which validates the reliability of our rate constant calculation. The calculated 

population dynamics indicate that S1 → T2 (↔ T3) → T1 → S0 is the predominant decay pathway.  
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INTRODUCTION 

Theoretical determination of excited-state decay mechanisms has drawn great attention 

because of its relevance to materials chemistry, photochemistry, and biological chemistry. Decay 

pathways in such systems usually involve competition between radiative and nonradiative 

transitions among different electronic, vibrational, and spin states. Radiative transitions include 

fluorescence and phosphorescence; nonradiative transitions include internal conversion (IC), 

intersystem crossing (ISC), and geometry relaxation (GR). Calculation of transition rate 

constants is an effective approach to theoretically determining excited-state decay paths.1 From 

calculated transition rate constants, one can easily determine relevant electronic transitions and 

rate-determining steps. Furthermore, by solving kinetic equations for excited and ground state 

populations, one can calculate the time evolution of electronic states and determine intermediate 

states relevant for predicting dominant decay paths. 

When calculating transition rate constants of materials in practical use, we are faced with 

two questions. (1) Which quantum chemical method will accurately predict molecular properties 

at low computational cost? (2) Which rate expression is suitable for obtaining reliable rate 

constants? Although these questions have been debated for many years, there is no definitive 

solution and different choices have been used for different molecular systems. Density functional 

theory (DFT)2 and time-dependent DFT (TD-DFT)3 have been widely used to predict molecular 

properties in solution and the solid state. DFT has been used to calculate electronic ground-state 

molecular geometries and ground-state properties, such as permanent dipole moments and 

vibrational modes, whereas TD-DFT has been used to calculate electronic excited-state 

properties, such as transition dipole moments (oscillator strength) and emission and absorption 

wavelengths. Complete active space self-consistent field (CASSCF)4-6 and multireference 
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Møller−Plesset perturbation theory (MRMP)7-9 are also used for such calculations. CASSCF and 

MRMP are useful for calculating multiple electron excitations but have higher computational 

costs than TD-DFT. The purpose of this study is to theoretically calculate single electron 

excitations, for which TD-DFT is generally favored, especially in materials chemistry. The main 

advantage of DFT and TD-DFT is that by choosing a suitable functional, we can quantitatively 

predict molecular properties with a reasonable computational cost. We show here that all 

experimentally determined rate constants, radiative (fluorescence) and nonradiative decay from 

S1 to S0, radiative decay (phosphorescence) from T1 to S0, and ISC from S1 to T2, are 

quantitatively reproduced by cost-effective DFT and TD-DFT calculations with reasonable 

computation times. 

Rate constants for transitions between weakly coupled states can be calculated using the 

Fermi golden rule.10 The general expression of the Fermi golden rule is as: 𝑘 =

2𝜋

ℏ
⟨Φinit|ℋ′|Φfin⟩2𝜌, where k denotes the rate constant for an electronic transition between 

initial and final states, ⟨Φinit| and ⟨Φfin| are the wave functions of the initial and final states of 

a molecule, respectively, ℋ′ is the perturbation operator that activates the electronic transition, 

and ρ is the density of states. The Fermi golden rule is applicable when ⟨Φinit|ℋ′|Φfin⟩ and 𝜌 

are calculated. However, calculating ⟨Φinit|ℋ′|Φfin⟩ involves integrals between vibrational 

wavefunctions and often cannot be performed because of the difficulty of the calculations, 

especially those involving nonradiative transitions. Alternatively, the semiclassical Marcus 

expression11-13 has been used to calculate rate constants. In the Marcus formula, ⟨Φinit|ℋ′|Φfin⟩ 

is replaced by the electronic coupling between the initial and final electronic states, which can be 

calculated more easily than ⟨Φinit|ℋ′|Φfin⟩.14-15 However, the Marcus formula is derived from 

the fully quantum-mechanical Fermi golden rule by assuming the high-temperature and short-
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time limits. These assumptions make the Marcus formula invalid, especially for charge transfer 

transitions via nuclear tunneling, for which the Fermi golden rule is more suitable.16-19 Recently, 

various charge transfer excited states and electronic transitions between them (a kind of 

nonradiative transition) have received considerable attention in materials chemistry. To develop 

a method of calculating rate constants applicable to modern materials chemistry, it would be 

desirable to establish a cost-effective approach to predicting all relevant rate constants by the 

Fermi golden rule. 

 The aim of this study is to propose a cost-effective method for theoretically determining 

excited-state decay paths of molecules. DFT and TD-DFT are used to calculate molecular 

properties and the Fermi golden rule is used to evaluate transition rate constants. As stated 

above, TD-DFT and the Fermi golden rule are useful for establishing a method of calculating 

rate constants for applications in materials chemistry. This method is applied to analyze the 

excited-state decay mechanism of photoexcited benzophenone (BP), which is a representative 

molecule in materials chemistry, photochemistry, and biological chemistry. The excited-state 

decay path of BP has been subject to debate for more than 50 years.20-33 Some experimental 

studies on the decay mechanism of photoexcited BP have suggested that a direct S1 → T1 ISC is 

the main decay path23-24, whereas others have suggested that an indirect S1 → intermediate states 

→ T1 decay path is favored over the direct S1 → T1 pathway. Thus, photoexcited BP is a good 

example for testing our method of calculating transition rate constants and corroborating the 

decay paths. In this study, calculated population dynamics based on the calculated transition rate 

constants suggest that the S1 of photoexcited BP decays to T1 via T2- and T3-mediated decay 

channels, which supports experimental observations reported by Yabumoto et al.28 and Aloïse et 

al.30 In addition, the transition rate constants are in good agreement with experimental results. 
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Despite the low computational costs, our method can be used to predict excited-state decay paths 

of molecules and for quantitative predictions of their rate constants. 

 

COMPUTATIONAL METHODS 

Non-radiative and radiative transition rate constants of a molecule are calculated by the 

Fermi golden rule and wave functions obtained with DFT and TD-DFT methods. B3LYP/6-

31G(d) and TD-B3LYP/6-31G(d) methods are used to calculate the electronic ground states and 

excited states, respectively. Nonradiative transitions between singlet states, Sk and Sl (k ≠ l; k, l ≥ 

0), occur via Sk-Sl IC. The IC rate constant (kIC) can be obtained by replacing ℋ′ in the Fermi 

golden rule with the first-order vibronic coupling operator, 
𝜕𝑈en

𝜕𝑄𝑚
, where �̂�en denotes the 

electron-nuclear potential of the molecule and 𝑄𝑚 denotes the normal coordinate of the mth 

vibrational mode. Let 𝑘IC,𝑚 denote the rate constant for the Sk-Sl IC activated by the mth 

vibrational mode. kIC can be written as the sum of 𝑘IC,𝑚: 𝑘IC = ∑ 𝑘IC,𝑚
𝑀
𝑚=1 , where M is the total 

number of vibrational modes. 𝑘IC,𝑚 can be expressed as34-38: 

 𝑘IC,𝑚 =
2𝜋ℏ3

∆𝐸FC
2 𝑉𝑚

2𝑃𝑚, (1) 

 𝑉𝑚 = ⟨S𝑘|
𝜕𝑈en

𝜕𝑄𝑚
|S𝑙⟩, (2) 

 
𝑃𝑚 = sinh (

1

2
𝛽ℏ𝜔𝑚) ∑ exp {− (

1

2
+ 𝑣𝑚) 𝛽ℏ𝜔𝑚} × {𝑣𝑚𝐷(∆𝐸AD + ℏ𝜔𝑚) +∞

𝑣𝑚
i =0

(𝑣𝑚 + 1)𝐷(∆𝐸AD − ℏ𝜔𝑚)}, (3) 

where Vm denotes the magnitude of vibronic coupling between Sk and Sl activated by the mth 

vibrational mode, ∆𝐸FC denotes the difference between the S0-Sk and S0-Sl vertical excitation 
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energies (FC is the abbreviation for Franck–Condon), ∆𝐸AD denotes the adiabatic energy 

difference between Sk and Sl, β denotes the inverse temperature (β−1 = kBT, where kB is the 

Boltzmann constant and T = 300 K is the temperature, and 𝜔𝑚 and 𝑣𝑚 denote the angular 

frequency and vibrational quantum number of the mth vibrational mode, respectively, and 

𝐷(𝑥) =
1

𝜋

𝛾

𝑥2+γ2
 denotes the Lorentzian distribution function (γ = fwhm/2 and fwhm = 600 cm−1) 

describing dephasing effects owing to interactions with surrounding molecules.38 The value of 

the fwhm was originally determined for a tetracene single crystal,39 which is typical value for a 

low molecular weight organic compound. Our calculations reproduced the experimental ISC rate 

constant of BP in its single crystal form. ∆𝐸FC, Vm, and 𝜔𝑚 were calculated for the optimized 

geometries. Pm contains information regarding the density of the final vibrational states. The 

energy-downhill Sk-Sl rate constant is first calculated as 𝑘IC and then, the energy-uphill Sk-Sl 

rate constant is calculated as 𝑘ICexp(− 𝛽∆𝐸FC 2⁄ ). The factor 1/2 in the exponential function 

means that the position of the transition state along the reaction coordinate is halfway between 

the Sk and Tl geometries.40 Equations 1–3 are also used to calculate nonradiative transition rate 

constants between triplet states, Tk and Tl (k ≠ l; k, l ≥ 1), by replacing Sk and Sl with Tk and Tl, 

respectively, and ∆𝐸FC with the difference between the S0-Tk and S0-Tl vertical excitation 

energies, and ∆𝐸AD with the adiabatic energy difference between Tk and Tl. 

Sk-Tl (k ≥ 0, l ≥ 1) nonradiative transition occurs via Sk-Tl ISC. By replacing ℋ′ in the 

Fermi golden rule with a one-electron spin-orbit coupling operator41 (ℋSOC), the ISC rate 

constant (kISC,Ms) for the three degenerated triplet sublevels T𝑙
𝑀S  (MS = 0, ±1) can be written as 

 𝑘ISC,𝑀S
=

2𝜋

ℏ
|⟨S𝑘|ℋSOC|T𝑙

𝑀S⟩|
2

𝐷(∆𝐸AD) (4) 
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where ∆𝐸AD denotes the adiabatic energy difference between Sk and Tl. When the Sk → Tl 

nonradiative transition is a downhill energy transition, the Sk → T𝑙
𝑀S rate constant is expressed 

as 𝑘ISC,𝑀S
, whereas the energy-uphill T𝑙

𝑀S→ Sk rate constant is expressed as 

𝑘ISC,𝑀S
exp(− 𝛽∆𝐸FC 2⁄ ). Hence, the rate equations for Sk and Tl can be written as 

 
𝑑[S𝑘]

𝑑𝑡
= − ( ∑ 𝑘ISC,𝑀S

𝑀S=0,±1

) [S𝑘] + ∑ 𝑘ISC,𝑀S
exp(− 𝛽∆𝐸FC 2⁄ )[T𝑙

𝑀S]

𝑀S=0,±1

+ 𝐴 (5) 

 
𝑑[T𝑙]

𝑑𝑡
= ( ∑ 𝑘ISC,𝑀S

𝑀S=0,±1

) [S𝑘] − ∑ 𝑘ISC,𝑀S
exp(− 𝛽∆𝐸FC 2⁄ )[T𝑙

𝑀S]

𝑀S=0,±1

+ 𝐵 

(6) 

 [T𝑙] = ∑ [T𝑙
𝑀S]𝑀S=0,±1 , 

(7) 

where [Sk], [Tl], and [T𝑙
𝑀S] denote the respective populations of Sk, Tl, and T𝑙

𝑀S , A denotes the 

contributions from the electronic states other than [Sk] and [T𝑙
𝑀S] to 𝑑[S𝑘] 𝑑𝑡⁄ , and B denotes 

those to 𝑑[T𝑙] 𝑑𝑡⁄ . A and B for individual combinations of Sk and Tl are described in detail in the 

Supporting Information [eqs. (1)–(20)]. We reasonably assume that T𝑙
𝑀S thermally equilibrates 

before Tl → Sk ISC, that is, [T𝑙
𝑀S] = [T𝑙]/3 holds, Equations 5 and 6 can be expressed as 

 
𝑑[S𝑘]

𝑑𝑡
= − ( ∑ 𝑘ISC,𝑀S

𝑀S=0,±1

) [S𝑘] +
1

3
( ∑ 𝑘ISC,𝑀S

𝑀S=0,±1

) exp(− 𝛽∆𝐸FC 2⁄ )[T𝑙] + 𝐴 (8) 

 
𝑑[T𝑙]

𝑑𝑡
= (∑ 𝑘ISC,𝑀S𝑀S=0,±1 )[S𝑘] −

1

3
(∑ 𝑘ISC,𝑀S𝑀S=0,±1 )exp(− 𝛽∆𝐸FC 2⁄ )[T𝑙] + 𝐵. 

(9) 

Let 𝑘ISC denote the sum of 𝑘ISC,𝑀S
, 

 𝑘ISC = ∑ 𝑘ISC,𝑀S

𝑀S=0,±1

 (10) 

Then, substituting Equation 10 into Equations 8 and 9 gives 
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𝑑[S𝑘]

𝑑𝑡
= −𝑘ISC[S𝑘] +

𝑘ISC

3
exp(− 𝛽∆𝐸FC 2⁄ )[T𝑙] + 𝐴, (11) 

 
𝑑[T𝑙]

𝑑𝑡
= 𝑘ISC[S𝑘] −

𝑘ISC

3
exp(− 𝛽∆𝐸FC 2⁄ )[T𝑙] + 𝐵. 

(12) 

Equations 11 and 12 show that 𝑘ISC represents the energy-downhill Sk → Tl rate constant, 

whereas 1 3⁄ 𝑘ISCexp(− 𝛽∆𝐸FC 2⁄ ) represents the energy-uphill Tl → Sk rate constant. This 

process is frequently called reverse ISC (RISC). The prefactor 1/3 reflects the thermally 

equilibrated triplet sublevels and appears in the RISC42-43 and phosphorescence.44-46 The factor 

1/2 in the exponential function means that the position of the transition state along the reaction 

coordinate is halfway between the Sk and Tl geometries.40 In a similar manner, when the Sk → Tl 

nonradiative transition is an energy-uphill transition, 𝑘ISCexp(− 𝛽∆𝐸FC 2⁄ ) represents the 

energy-uphill Sk → Tl ISC rate constant, whereas 1 3⁄ 𝑘ISC represents the energy-downhill Tl → 

Sk RISC rate constant. One can define the effective Sk-Tl SOC constant as:  

 |SOC| = √∑ |⟨S𝑘|ℋSOC|T𝑙
𝑀S⟩|

2

𝑀S=0,±1 . 
(13) 

From Equations 4, 10, and 13, 𝑘ISC is expressed in terms of |SOC| as 

 𝑘ISC =
2𝜋

ℏ
|SOC|2𝐷(∆𝐸AD). (14) 

Thus, |SOC| represents the strength of the Sk-Tl SOC when T𝑙
𝑀S  is thermally equilibrated. 

The S1-S0 radiative transition (fluorescence) occurs owing to interactions between the S1-

S0 transition dipole moment (μf,10) of a molecule and the electromagnetic field. From the Fermi 

golden rule, the fluorescence rate constant (𝑘f) can be expressed as 𝑘f =
4∆𝐸AD

3

3ℏ3𝑐3
𝜇f,10

2 ,47 where 

∆𝐸AD is the S0-S1 adiabatic energy difference and c is the speed of light. The T1-S0 radiative 

transition (phosphorescence) occurs owing to interactions between the T1-S0 transition dipole 
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moment (μp,10) and the electromagnetic field. The phosphorescence rate constant (𝑘p) can be 

expressed as 𝑘p =
4∆𝐸AD

3

3ℏ3𝑐3 𝜇p,10
2 ,46 where ∆𝐸AD is the S0-T1 adiabatic energy difference.  

 

RESULTS AND DISCUSSION 

Geometry optimization and frequency analysis for S0 were performed at the B3LYP/6-

31G(d) level of theory, whereas those for S1, T1, T2, and T3 were performed at the TD-B3LYP/6-

31G(d) level of theory. Because no imaginary modes were obtained for the optimized S0, S1, T1, 

and T3 geometries, the optimized geometries were confirmed to be local energy minima of S0, S1, 

T1, and T3. The geometry optimization of T2 resulted in the equilibrium T1 geometry. Next, the 

excitation energies for S1–S6 and T1–T6 at the S0, S1, T1, and T3 geometries were calculated using 

the TD-B3LYP/6-31G(d) method (Table S10 and Figure S3). Because Sk (k ≥ 2) and Tl (l ≥ 4) 

were found to be energetically very high (>460 meV) compared with S1 and T1-T3 from the TD-

DFT calculations, only S0, S1, and T1-T3 are considered in the following discussion. S1 is 

expressed as 1(n,π*)/1(π,π*); T1 and T2 are expressed as 3(n,π*)/3(π,π*); and T3 is expressed as 

3(π,π*)/3(n,π*). Here, the notation 1(n,π*)/1(π,π*) means that n,π* and π,π* excitations gave 

major and minor contributions to S1, respectively. In the same way, 3(n,π*)/3(π,π*) means that n-

π* and π-π* excitations make major and minor contributions, respectively, to T1 and T2. Figure 1 

shows an atom labeling scheme and the calculated carbonyl C=O bond length (RC=O), and C2-C1-

C1′-C2′ dihedral angle (ϕ) for the optimized S0, S1, T1, and T3 geometries of BP. For the S0, S1, T1 

(= T2), and T3 geometries, RC=O values were calculated to be 1.23, 1.32, 1.33, and 1.25 Å, 

respectively, and ϕ as 50°, 40°, 45°, and 39°, respectively. Bond lengths other than the C=O bond 

are shown in Figure S1 in Supporting Information. Figure S1 also compares the T1 geometries 
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obtained with TD-B3LYP and UB3LYP methods. The calculated bond lengths and ϕ of the two 

geometries were almost identical, suggesting that both the UB3LYP and TD-B3LTP methods 

can be used to optimize the T1 geometry of BP. Figure 2 shows state energy diagrams for BP at 

the S0, S1, T1 (and T2), and T3 geometries. The S1 and T1 geometries have similar energy 

diagrams, which are unlike the diagrams of the S0 and T3 geometries. At the S0 and T3 

geometries, T2 and T3 energy levels are close, whereas they are well separated (> 500 meV) at 

the S1 and T1 geometries. S1 is located higher than T3 in the S0 and T3 geometries, whereas it is 

located between T2 and T3 in the S1 and T1 geometries. Thus, the energy level alignment of S1, 

T2, and T3 is affected by the molecular geometry. Calculated |SOC| values (Equation 13) 

between S1, T1, T2, and T3 are also shown in Figure 2. The |⟨S𝑘|ℋSOC|T𝑙
𝑀S⟩| values are listed in 

Table S12 in Supporting Information. In contrast to the excited-state energy level alignment, the 

|SOC| values decrease in the order of S0-T1 > S1-T2 > S1-T1 > S1-T3 irrespective of the molecular 

geometry. Because S1, T1 , T2, and T3 have both (n,π*) and (π,π*) character, the S1-T1, S1-T2, and 

S1-T3 SOCs are non-zero owing to the 1(n,π*)-3(π,π*) transitions.48  
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Figure 1.  An atom labeling scheme and the calculated carbonyl C=O bond length (RC=O) and 

C2-C1-C1′-C2′ dihedral angle (ϕ) for the optimized S0, S1, T1, and T3 geometries of BP. RC=O are 

in Å and ϕ are in degrees.  
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Figure 2. Energy-level diagrams of benzophenone. Numbers are |SOC| (Equation 13) between 

S1, T1, T2, and T3 in cm−1. Numerical values of the electronic energies are listed in Table S11. 

The zero point of the electronic energies is set to be the S0 energy calculated at the optimized S0 

geometry. 
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Radiative and nonradiative transition rate constants between S0, S1, T1, T2, and T3 

calculated for the S0, S1, T1, and T3 geometries are listed in Table 1. Irrespective of the molecular 

geometry, the S1 → T2 ISC is the fastest ISC among the ISCs from S1 because of the large S1-T2 

SOCs and energetically downhill transition. The calculated S1 → T2 ISC rate constants for the S1 

and T1 geometries (3.6–3.7×1010 s−1) are in excellent agreement with the experimental value for 

BP single crystals26 (4×1010 s−1). Although they are smaller than those obtained in solution27, 29-30, 

32-33 (6×1010–1.5×1011 s−1), the overall agreement between the experimental and calculated 

values is reasonable. At the S0 and T3 geometries, the S1 → T3 ISC is an energetically downhill 

transition. Hence, the S1 → T3 ISC competes with the S1 → T2 ISC although the S1-T3 SOC (4.0 

or 3.7 cm−1) is approximately one-fifth of the S1-T2 SOC (18.0 or 18.5 cm−1). In contrast, at the 

S1 and T1 geometries, the S1 → T3 ISC is an energetically uphill transition and therefore, the S1 

→ T3 ISC (1.7 or 1.3×107 s−1) occurs much slower than the S1 → T2 ISC (3.6 or 3.7×1010 s−1). 

The calculated S1 → S0 radiative and nonradiative decay rates are of the order of 106 s−1 and the 

calculated T1 → S0 radiative decay rates are of the order of 102 s−1, irrespective of the molecular 

geometry. These values are in good agreement with the experimentally obtained values of 106 s−1 

for S1 → S0 radiative decay, < 107 s−1 for S1 → S0 nonradiative decay, and 1.5×102 s−1 for T1 → 

S0 radiative decay.1, 20-21  
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Table 1. Nonradiative and radiative transition rate constants (s−1) calculated for the S0, S1, T1, 

and T3 geometries of BP. 

 S0 geom S1 geom T1 geom T3 geom Expt. 

Nonradiative transition (ISC)      

S1 → T1  3.1×108 8.0×108 8.6×108 8.2×108  

S1 → T2  1.5×1010  3.6×1010  3.7×1010  1.6×1010  4×1010 * 

S1 → T3  5.6×109 1.7×107  1.3×107  4.8×109   

T1 → S0 1.8×108  2.0×108  2.1×108  1.1×108   

T1 → S1  5.6×102 6.6×102 4.1×102 6.4×102  

T2 → S1 3.2×108 3.0×108 3.9×108 2.6×107  

T3 → S1 4.4×108 5.7×109 7.9×109 1.8×107  

Nonradiative transition (IC)      

S1 → S0 2.3×106  2.0×106  2.0×106 2.2×106 < 107 

T1 → T2 8.5×105 7.0×105 2.7×105 9.8×106  

T2 → T1 1.1×1010 7.1×109 5.9×109 2.0×1010  

T2 → T3 2.0×1012  2.0×106 9.6×105 2.0×1012  

T3 → T2 7.5×1012  8.1×1010  5.5×1010  4.4×1012   

Radiative decay      

S1 → S0 (fluorescence) 4.5×106 3.3×106 4.2×106 3.7×106 106 

T1 → S0 (phosphorescence) 1.9×102 5.1×102 5.8×102 2.9×102 1.5×102 

* : Value is for single crystals26. In solution27, 29-30, 32-33, kISC(S1 → T2) = 6×1010–1.5×1011 s−1. 

 

To determine decay paths of photoexcited BP, we calculated the time evolution of the S0, 

S1, T1, T2, and T3 populations. Hereafter, if necessary, S0, S1, T1, T2, and T3 are written in the 

form [electronic state]@[optimized geometry] to distinguish each electronic state at each 

optimized geometry: for example, S1@S0 denotes the S1 state for the S0 geometry. Because we 

intended to reveal the decay channel from S1@S0 generated by photoexcitation of the ground 

state (S0@S0), the initial population of S1@S0 was set to be 1 and those of the other states were 

set to be 0. Note that the total sum of the populations was always 1 at any time point because 

neither fission nor fusion between electronic states were involved in our population analysis. 
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Geometry relaxations in S0, S1, T1, T2, and T3 can compete with electronic transitions. As stated 

above, the geometry relaxations in T2 is eventually deform the molecular geometry to the 

optimized T1 geometry. The rate constants of the geometry relaxations (kGR) were unknown and 

set to a uniform value. From the electronic-transition rate constants and kGR, one can obtain 

kinetic equations to be solved for calculating the time evolution of the populations (Eqs S1–20 

and Table 13 in Supporting Information). The kinetic equations were solved numerically with a 

time step of 5 fs. 

First, we examine decay paths from S1@S0 without any geometry relaxation (kGR = 0 s−1). 

In this condition, the geometry of BP is fixed to the S0 geometry and only S0@S0, S1@S0, 

T1@S0, T2@S0, and T3@S0 are populated. Figure 3a shows the calculated populations in the time 

range of 0–0.5 ns. At first, T2 and T3 are populated via the S1 → T2 and S1 → T3 ISCs, because 

these ISCs are far faster than the S1 → T1 ISC and the S1 → S0 radiative and nonradiative decays 

(Table 1). To investigate an influence of the S1 → T3 ISC on the population dynamics, we 

calculated populations by setting the S1 → T3 ISC rate constant to be 0 s−1 (Figure 3b). We 

expected that T3 would not be populated because the S1 → T3 ISC is forbidden. However, against 

our expectations, the T3 population without the S1 → T3 ISC (Figure 3b) was almost as great as 

that obtained when fast S1 → T3 ISC was allowed (Figure 3a). This result indicates that T3 is 

generated by fast T2 → T3 IC after S1 → T2 ISC. Thus, T3 is involved in the decay mechanism 

irrespective of the presence of the S1 → T3 ISC. Experimental observations of T3 would be 

difficult because of the similar time evolution of the populations and small T2-T3 energy 

difference of 67 meV. Improved energy resolution (for example, through the use of picosecond 

transient absorption spectroscopy) would enable direct detection of the simultaneous generation 

of T2 and T3. 
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Next, T1 is populated via the T2 → T1 IC (Figure 3c). The T2 and T3 populations take 

their maximum values of 0.43 and 0.12, respectively, at t ≈ 0.1 ns and almost vanish when t ≈ 1 

ns, whereas the T1 population takes its maximum value of 0.91 at t ≈ 0.5 ns. After 0.2 ns, the T1 

→ S0 ISC also occurs and S0 is increased. Figure 3d shows calculated populations in the time 

range of 0–35 ns. After t = 1 ns, the T1 → S0 ISC occurs mainly and T1 almost completely decays 

to S0 when t = 25 ns (at t = 25 ns, the populations of T1 and S0 are 0.01 and 0.99, respectively). 

Thus, without any geometry relaxation, the dominant decay paths are the indirect S1 → T2 (↔ 

T3) → T1 → S0 channels (one channel is without T3 and the other is with T3, both channels are 

shown as Type A in Figure 4). The so-called direct mechanism via the S1→ T1 ISC (rate of 

3.1×108 s−1) is suppressed by the faster S1 → T2 ISC (rate constant is 1.5×1010 s−1). 
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Figure 3. Calculated populations when kGR = 0 s−1 (without any geometry relaxation) in the time 

range of (a, b) 0–0.5 ns, (c) 0–1 ns, and (b) 0–35 ns. Figure 3b shows the calculated populations 

by setting the S1@S0 → T3@S0 rate constant to be 0 s−1. S1@S0, T2@S0, and T3@S0 in Figure 3d 

almost lie on the vertical axis because they are depopulated within 1 ns (Figure 3c) and almost 

zero in the time range of 1–35 ns. The decay mechanism is categorized into the Type-A 

mechanism in Figure 4. 
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Figure 4. Dominant T1 population mechanisms for BP: Type A, B, C, and D. Numbers are rate 

constants in s−1. T2@S0 and T3@S0-mediated decay paths are shown by black arrows; T2@S1-

mediated decay paths are shown by green arrows. 
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Figure 5. Calculated population dynamics when (a) kGR = 1.0×106 s−1 (Type A), (b) kGR = 

1.0×108 s−1 (Type B), (c) kGR = 1.0×1010 s−1 (Type C), and (d) kGR = 1.0×1012 s−1 (Type D). 

Detailed population dynamics in the time range of 0–1 ns are reported in the Supporting 

Information. 
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Next, we investigate decay paths considering geometry relaxation. Four cases are 

examined by varying the kGR values: (1) geometry relaxations occur slower than the relevant 

ISCs and ICs at the S0 geometry (kGR = 1.0×106 s−1); (2) geometry relaxations occur slower than 

the relevant ISCs and ICs at the S0 geometry but compete with the T1 → S0 ISC (kGR = 1.0×108 

s−1); (3) geometry relaxations compete with the S1 → T2 ISCs (kGR = 1.0×1010 s−1); (4) geometry 

relaxations occur faster than the relevant ISCs and ICs (kGR = 1.0×1012 s−1). From calculated 

population dynamics, decay pathways depend on kGR (Figure 4).  

Figure 5 shows the calculated population dynamics for the four kGR values. The 

population dynamics in the short time range are reported in detail in the Supporting Information. 

When (1) kGR = 1.0×106 s−1, because the S1@S0 → S1@S1 geometry relaxation occurs much 

slower than the S1@S0 → T2@S0 ISC (1.5×1010 s−1), the molecular geometry is fixed to the S0 

geometry during the electronic transitions and the population dynamics (Figure 5a) are almost 

identical to those obtained when kGR = 0 s−1 (Figure 3b). Hence, the decay channel is categorized 

into Type A (Figure 4). When (2) kGR = 1.0×108 s−1, because the T1@S0 → T1@T1 geometry 

relaxation competes with the T1@S0 → S0@S0 ISC (1.8×108 s−1), S0@S0 and T1@T1 are 

simultaneously populated after T1@S0 is produced (Figure 5b), suggesting that BP takes the S0 

and T1 geometries and the decay channel is categorized into Type B (Figure 4). When (3) kGR = 

1.0×1010 s−1, because the S1@S0 → S1@S1 geometry relaxation and S1@S0 → T2@S0 ISC 

(1.5×1010 s−1) occur in the same time scale, S1@S1 and T2@S0 first increase simultaneously. 

Then, the successive T2@S0 → T1@S0 → T1@T1 and S1@S1 → T2@S1 → T1@S1 → T1@T1 

conversions predominantly occur and T1@T1 is largely populated (Figure 5c). Thus, BP takes the 

S0, S1, and T1 geometries and the decay channel is categorized into Type C (Figure 4). When (4) 

kGR = 1.0×1012 s−1, because the S1@S0 → S1@S1 geometry relaxation occurs much faster than 
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competitive ISCs at the S0 geometry (3.1×108–1.5×1010 s−1), the S1@S1 production is favored 

and S1@S0 is almost completely converted into S1@S1 within 4 ps. For the population dynamics 

in the time range of 0–10 ps, see Supporting Information. After 4 ps, successive S1@S1 → 

T2@S1 → T1@T1 occurs and T1@T1 is largely populated (Figure 5d). However, unlike in case 

(3) kGR = 1.0×1010 s−1, the T2@S0-mediated decay path is suppressed by the fast S1@S0 → 

S1@S1 geometry relaxation and the decay channel is categorized into Type D (Figure 4). 

The decay mechanism of photoexcited BP depends on kGR. When the GR does not occur 

and is slow (Type A and B), the decay path is S1 → T2 ↔ T3 → T1 → S0. When the GR is 

intermediate (Type C), two pathways are possible, S1 → T2 ↔ T3 → T1 → S0 and S1 → T2 → T1 

→ S0. When the GR is fast (Type D), the path is S1 → T2 → T1 → S0. Therefore, we conclude 

that there are two kinds of decay channels for photoexcited BP; S1 → T2 ↔ T3 → T1 → S0 

and/or S1 → T2 → T1 → S0. These are is uniformly expressed as S1 → T2 (↔ T3) → T1 → S0.  

In this sense, our calculations support the experimentally proposed indirect S1 → T2 → T1 decay 

channels28, 30 among various models as described in the Introduction. This is because the 

distinction of T2 and T3 is very difficult experimentally owing to the similar time evolution of 

their populations (Figure 3) and very close T2-T3 energies (Types A – C in Figure 4). The 

predicted decay mechanism is reasonably consistent with that determined by more sophisticated 

quantum chemical methods based on CASSCF and quantum dynamics methods in that T2 is 

involved as an intermediate state.32-33 In this study, we did not intended to reject the possibility of 

other intermediate states, such as highly excited singlet states. In our present calculations, 

multiphoton and multiexciton processes are not included and hence, fission of highly excited 

singlet states produced via biphotonic excitation26 is beyond our consideration. 
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SUMMARY 

We theoretically determined the excited-state decay paths of photo-excited BP and related rate 

constants on the basis of the cost-effective DFT and TD-DFT calculations and the Fermi golden 

rule. The excited-state population dynamics and resulting decay mechanism depends on the rate 

of geometry relaxation. When the rate of the geometry relaxation was slower than 108 s−1, BP 

decays via the T2@S0 and T3@S0-mediated paths. In addition, when the rate of geometry 

relaxation is faster than 1010 s−1, BP takes the S1 geometry and decays via the T2@S1-mediated 

pathway. In any case, the dominant decay path involves the indirect S1 → T2 → T1 decay 

channels. The predicted decay paths were consistent with the experimentally suggested one. In 

addition, the calculated rate constants are in excellent agreement with experimental results. Our 

method offers a cost-effective prediction of rate constants and excited decay pathways of 

molecules. These features are advantageous for theoretical design of novel optoelectronic 

materials. 
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Brief description for TOC graphic 

S1 → T2 (↔ T3) → T1 → S0 is the predominant decay pathway of benzophenone. 


