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Abstract

A structure-based drug design pipeline involves the development of potential drug

molecules or ligands that form stable complexes with a given receptor at its binding site.

A prerequisite to this is finding druggable and functionally relevant binding sites on the

3D structure of the protein. Although several methods for detecting binding sites have

been developed beforehand, a majority of them surprisingly fail in the identification and

ranking of binding sites accurately. The rapid adoption and success of deep learning

algorithms in various sections of structural biology beckons the usage of such algorithms

for accurate binding site detection. As a combination of geometry based software and

deep learning, we report a novel framework, DeepPocket that utilises 3D convolutional

neural networks for the rescoring of pockets identified by Fpocket and further segments

these identified cavities on the protein surface. Apart from this, we also propose another

dataset SC6K containing protein structures submitted in the Protein Data Bank (PDB)

from 1st January, 2018 till 28th February, 2020 for ligand binding site (LBS) detection.

DeepPocket’s results on various binding site datasets and SC6K highlights its better
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performance over current state-of-the-art methods and good generalization ability over

novel structures.

Introduction

An essential step in the structure-based drug design (SBDD) pipeline is to identify and

validate the receptor target.1 Once the receptor is identified, small molecules are designed

such that they can bind well to these targets and exhibit desired pharmocological effect.

However, for the rational design of such drug molecules, we need to locate the binding sites

of such molecules on the protein structure that are druggable and are functionally relevant.2

Furthermore, most docking and virtual screening techniques are efficient and are known to

perform better with prior knowledge of the binding site.3 Therefore, predicting locations on

the structure of protein where a ligand molecule can bind forms an indispensable step in the

drug design process. This requires development of highly accurate in-silico algorithms that

can detect ligand binding sites from a given 3D structure of the receptor.

Classical methods that utilise the 3D structure of the protein extract either geometry-

based or probe-energy-based features to detect binding sites.2 Since most ligand binding

sites occur in cavities on the 3D structure, geometry-based methods4–12 are designed to

identify these hollow spaces and then rank them based on their binding ability. Fpocket5

is a widely used geometry-based tool that works with Voronoi tessellation. It uses alpha

spheres to detect local curvatures on the protein surface. It then follows a 3-stage process

consisting of finding clusters of alpha spheres and ranking them according to their binding

site score which is calculated using properties of residual atoms present in each of the pockets.

The scoring functions of classical geometry-based methods are usually dependent on custom

featurization based on knowledge of binding site properties and therefore are limited in their

scoring capacity.

Probe-based methods13–17 on the other hand place small molecule like probes across the
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surface of the structure to identify locations with good binding ability on the structure.

FTSite,18 for example, spreads 16 different probes across specific positions on the grid which

are determined by empirical free energy functions. The probe molecules are then clustered

according to their types and clusters with favorable interaction energies with the protein

residues are predicted as binding sites. Q-SiteFinder is another very successful probe energy

method that uses methyl probes and Van der Waals energy to detect binding sites.19 SILCS20

uses a fragment based approach by generating probability maps of fragment binding using

MD simulations after which Ligand Free energies (LGFEs) are calculated. These methods

are highly dependant on the choice of probes, energy functions as well as the state of the

protein structure. Such methods may not work well in scenarios where energetically stable

sites are not sufficient enough to give accurate predictions.21 Furthermore, it is difficult

to design a set of probes and energy functions that simulate chemical properties that can

cover large amounts of small molecules and ligands.22 Therefore, the design of such methods

may lead to biases that could result in inaccurate predictions of binding sites on protein

structures.

Template-based methods23–25 are another class of binding site detection methods that

take advantage of the significantly large published databases for protein structures. The

basic algorithm involves searching for a similar protein in the database and mapping its

binding site to the query protein. FINDSITE26 is one of the earliest examples of these

methods. It identifies a template protein binding to the ligand from the PDB database and

overlays the template with the target protein. The binding sites on the template are then

ranked for predictions. However, such methods require a large database of protein templates

with annotated binding sites and therefore fail if such templates are not available for new

protein structures.

In recent years, with the advancement in computer technology and increase in practicable

data, the use of data-intensive techniques like machine learning and deep learning has bur-

geoned in numerous domains.27–31 Consequently, this has also influenced the field of bio and

3



cheminformatics greatly by providing solutions to a multitude of problems including binding

site prediction.32–36 The improvement in performance with an increase in accuracy of binding

site detection forms substantial evidence to the increasing adoption of ML methods for this

problem.

One such method that uses a conventional machine learning algorithm like random-

forest(RF) is PRANK.35 PRANK utilizes Fpocket and Concavity37 to select pocket points

and label them according to their physicochemical properties of the local neighborhood.

Then, the RF algorithm assigns a "ligandibility" score to each pocket point that evaluates

the pocket’s binding ability to a ligand. These scores are then merged into a final pocket

score for ranking. PRANK showed that replacing the conventional Fpocket scoring function

with their machine learning function led to much better accuracy. P2Rank,38 a better

implementation of PRANK was then developed to serve as a standalone tool.

With the further advancements in artificial intelligence, deep learning has proven to

surpass other statistical methods in almost every domain. It allows building such intricate

relations from data that are infeasible for traditional machine learning algorithms. Deep

learning models stack layers of interconnected neurons based on the principle of hierarchy

of concepts which states that complex concepts are learned by building them from simpler

ones.39 These algorithms have been shown to make great strides in computer vision40,41 and

natural language processing.42 Convolutional neural networks (CNNs),43 for example, have

shown state-of-the-art of performance in image recognition.40

Binding site detection can be modelled as a computer vision problem through the vox-

elization of 3D protein structures. This enables the usage of these CNNs for the same task.

DeeplyTough44 is a method that uses CNN-based siamese networks45 to compare pockets

using euclidean distances by encoding them into descriptor vectors. DeepSite46 follows a

similar approach to P2Rank as they use a CNN to score all points on the protein surface

and clusters all points with high scores to generate candidate binding pockets. Kalasanty,47

on the other hand, passes the entire protein structure through a CNN-based segmentation

4



model inspired by the U-Net48 to generate the predicted binding sites in one step. It assigns

a probability to each voxel of being part of a pocket. It is shown to perform better than

DeepSite in binding site detection.

In this work, we propose rescoring of the pockets detected by a geometry-based software

called Fpocket with a CNN. We follow this approach as geometry-based softwares work suf-

ficiently well in identifying cavities on the protein surface. However, their scoring functions

usually perform worse than most modern methods at ranking these cavities. Therefore, we

supplement Fpocket with a CNN scoring function and show that it outperforms all state-

of-the-art methods at identifying and ranking binding sites on the protein structure. Fur-

thermore, we implement a CNN-based segmentation algorithm at high resolution to better

indicate sub-locations within a binding pocket that can be targeted for rational drug design.

Methods

Our approach

We propose DeepPocket, a novel and comprehensive framework for the efficient detection

of binding sites in a 3D structure of a protein. We follow a multi-step approach to get

the final pocket location and 3D shape prediction from the input protein structure. We

first clean the input structure by removing all hetero-atoms and solvent molecules from the

protein structure using the Biopython49 library. Then, we run Fpocket across the structure

and calculate the barycenter of each predicted pocket. These become the candidate pocket

centers that need to be ranked by the CNN scoring function. Therefore, constant-sized grids

are placed at each barycenter followed by scoring using the CNN. The top-ranked centers

are then sent through a CNN segmentation model to get the final pocket structure. The

pipeline for our approach is given in Figure 1. More details of the approach are given in

the following sections. The source code of the method, data and pretrained models are also

available at https://github.com/devalab/DeepPocket
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Figure 1: DeepPocket: Ligand binding site detection using 3D CNNs: A protein
structure taken from Protein Data Bank is passed to the geometry-based software Fpocket,
which detects candidate pockets. DeepPocket then uses 3D CNNs to learn the pocket struc-
ture and outputs a decreasing list of pockets probabilities with the most druggable pocket
at the top. The Top-n pockets are extracted and passed to a CNN-based segmentation mod-
ule for pocket shape estimation. Protein is shown in "grey", top pocket in "purple" and
other colors represent query pockets. Protein and pocket visualizations are generated using
PyMOL50

Datasets and preprocessing

In this work, we used the scPDB v.2017 database51 for training and cross-validation of

the model. It contains 17594 binding sites, which corresponds to 16612 proteins and 5540

UniProt IDs. Different versions of the scPDB dataset have been used previously by other

binding site detection methods such as Kalasanty and DeepSite. The proteins, ligands,

and 3D shape of binding site structures in the dataset were generated by Volsite.52 Volsite

projects the protein on a 3D grid lattice of resolution 2 Å, after which, each accessible voxel is

assigned a pharmacophoric property based on the nearest protein atom. Since each voxel has

a fixed volume, cavities are estimated by counting these pharmacophore-annotated voxels.53

The dataset was cleaned and split in a similar way as Kalasanty, into 10 cross-validation sets
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based on their Uniprot IDs to avoid data leakage. We adopted the same data splits for our

model training and validation. In this case, 10 separate models are trained where for each

model, 9 folds are kept for training and 1 fold for validation. This ensures that we are able

to evaluate the model performance on structures not present in the training sets, thereby

avoiding data leakage.

To evaluate our model and compare it against existing baselines, we used 3 different

external datasets. Two of the datasets, COACH420 and HOLO4k, were first introduced

by P2Rank.38 Alongside, we developed a new dataset called SC6K to test the model on

structures recently added to the Protein Data Bank (PDB) database.54

COACH420 and HOLO4k were first used by P2Rank to test their models against multiple

state-of-the-art methods. They also curated subsets (called Mlig) of each dataset that they

considered contained relevant ligands for binding site detection. We used this subset for our

model evaluation. Furthermore, we noticed that in multiple cases the dataset reported some

of the standard 20 amino acids as ligands. However, on visualisation of these structures, we

realised they were reported as ligands due to poor preparation of the PDB files. Therefore

we ignored such ligands in the dataset. The proteins and ligands were separated from the

corresponding structure files using the Biopython library49 and converted into Mol2 format

using Openbabel.55 After separation, any ligands that could not be parsed by RDKit56 or

BioPandas57 were also removed. The resultant datasets had 291 protein structures and 359

ligands, 3413 protein structures and 4288 ligands for COACH420 and HOLO4k respectively.

To prepare the test sets for segmentation we ran Volsite across the COACH420 and

HOLO4k datasets. Due to high buriedness of the ligand molecules in the binding site of some

proteins, Volsite was only able to detect cavities in 207 out of 291 proteins (71.13%) and

2752 out of 3413 proteins (80.63%) for the COACH420 and HOLO4k datasets respectively.

This translates to a total of 248 cavities in the COACH420 dataset and 3449 cavities in the

HOLO4k dataset. We believe these sets are sufficiently large and diverse to evaluate our

segmentation model.
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We developed a new dataset, SC6K by taking all the protein structures submitted to the

Protein Data Bank from 1st January, 2018 till 28th February, 2020 that contained at least one

ligand. These were run through the pdbconv tool from the IChem Toolkit53 to get a dataset

with the same filters and site selection algorithm as scPDB. Furthermore, we removed any

protein for which a ligand could not be parsed by RDKit or BioPandas.57 The final dataset

contained 2378 proteins and 6139 structure-ligand pairs.

We used stringent conditions on external datasets to avoid data leakage. Concretely, we

removed all proteins from the training set that had either sequence identity greater than

50% or ligand similarity greater than 0.9 and sequence identity greater than 30% to any of

the structures in the test set. This ensured that the proteins in the training and test sets

neither had similar global structure nor similar binding sites. This resulted in the removal of

2418 structures for COACH420, 7951 structures for HOLO4k and 6285 structures for SC6K

from the scPDB training set.

We ran Fpocket across all datasets to generate data for the classification and segmentation

models. Fpocket version 3.0 was used to extract candidate pocket centers for all protein

structures. We used Fpocket as it is a geometry-based software that can detect pocket

curvatures in most protein structures with high accuracy and therefore has good recall.

Specifically, Fpocket found pocket centers that were within 4 Å of any ligand atom for 96.4%

of ligands in scPDB, 80.78% of ligands in COACH420, 87.62% of ligands in HOLO4k, and

91.64% of ligands in SC6K.

Classification of candidate pockets into binding sites

For this task, we processed the dataset using the pocket centers predicted by Fpocket. Any

center that was within 4 Å of any ligand atom was marked as positive data point and the rest

were marked as negative. We had a total of 5,18,460 data points across the cross-validation

set, out of which, 22,030 (4.25%) were positive and the rest negative. To voxelize the 3D

structure around a pocket center onto a PyTorch58 tensor we used libmolgrid59 to generate
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Figure 2: The classification architecture based on 3D convolutional neural networks. The
network takes a voxelized 4D image of a pocket present in the protein structure of shape
C@L×W×H (C = 14 is the number of atom-type channels and L = 48,W = 48, H = 48 are
the dimensions of the bounding box) as input. F represents the kernel size of the operation.
Different colors in the input represent atom types like carbon as "pink", nitrogen as "blue",
oxygen as "red", and so on. Intermediary shapes (shown in "light grey") follow the same
notation as input.

cubic grids of side 23.5 Å and resolution 0.5 Å . The default receptor atom types were used

as grid channels.

We used a simple CNN model for the classification and rescoring of candidate pocket cen-

ters. The model is depicted in Figure 2. The models were trained using the Adam optimizer

with a base learning rate of 0.001 and weight decay of 0.001. We trained the models on a

NVIDIA 2080 Ti GPU hardware for 200,000 iterations, with rotational augmentation, and

tested the model at every 1000 iterations. Each iteration contained a batch of 50 samples that

contained an equal number of positive and negative samples through oversampling. Further-

more, we used the stratify_receptor option in Libmolgrid to ensure equivalent sampling

of all the receptors during training. The Pytorch learning rate scheduler ReduceLROnPlateau

was also implemented to reduce the learning rate by a factor of 10 if model performance did

not improve after 15 contiguous test intervals.
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Figure 3: An illustration of the segmentation architecture similar to U-net based on 3D
convolutional neural networks. The input (shown in "brown") is a re-voxelized 4D image
(with 0.5 Å resolution) of a pocket of shape 14@65 × 65 × 65 which is passed through 4
down and 4 up convolutional units to get a segmentation mask (shown in "cyan") of shape
1@65× 65× 65. Intermediary shapes are shown in "grey".

Segmenting shapes of top ranked binding sites

Positive data points of the classification dataset were used to train the segmentation CNN

models. However, the cavities provided by Volsite are at a 2 Å resolution and therefore had

to be upsampled to a 0.5 Å resolution. We used Libmolgrid for this by placing binary atoms

of radius 1 Å at each cavity point followed by morphological binary dilation.

To train the model we used cubic grids of 0.5 Å resolution with sides of size 32 Å. Our

segmentation model is inspired by the U-Net and thus contains encoder and decoder modules

with cross-connections as shown in Figure 3. The model was trained on the NVIDIA 2080

Ti GPU hardware for 200 epochs with rotational and translational augmentation using the

same optimizers and hyperparameters as the classification model.
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Metrics and evaluation

There are mainly three metrics used to evaluate binding site detection algorithms. These

metrics check the algorithm’s ability to detect the location and shape of the binding site.

The metrics are:

• Distance to any atom of the ligand (DCA/PPC) - It is the shortest distance

between the predicted center and any atom of the ligand. Predictions with DCA lesser

than 4 Å are considered successful.

• Distance to the center of the binding site (DCC) - It is the distance between

the predicted center and actual center of the pocket. Predictions with DCC lesser than

4 Å are considered successful.

• Discretized volume overlap (DVO) - It is the ratio of the volume of intersection

of the predicted and actual shapes to the union of their volumes. We calculate it using

the Jaccard index formula

DV O =
#|Vr ∩ Vp|
#|Vr ∪ Vp|

where Vr and Vp are the sets of voxels that fall inside the volume of real and predicted

binding pockets respectively.

Classification models were tested by comparing their ranking performance with different

baselines according to the DCA criterion which evaluates the model’s ability to find the

location of the binding site. To evaluate our CNN-based scoring system we followed the

ligand-centric approach as this seems to be more suitable in evaluating predictions with more

than one ligand binding site (LBS) in a protein.35 The CNN models output probabilities or

scores for all the candidate pockets which are sorted in decreasing order. We then take the

Top-n and Top-(n+2) unique predictions for each model, where n is the number of pockets
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of that protein and calculate the success rates. The success rate % can be defined as:

Success_rate% =
No. of correctly identified pockets

Total number of pockets

On the other hand, segmentation models were used to elucidate the shape of the binding

pockets from the top-ranked centers. The DCC criterion was used to check if the predicted

shape was centered around the true center and the DVO criterion was used to check the

level of overlap between the predicted and true shapes. The DVO criterion is only reported

for the prediction that pass the DCC criterion (true center is within 4 Å of the center of the

predicted shape).

Results and Discussion

In order to perform a comprehensive evaluation and test DeepPocket’s generalization abil-

ity, a 10-fold cross-validation of the classification and segmentation models on the scPDB

v.2017 database was performed, followed by testing on the COACH420, HOLO4k, and SC6K

datasets. Testing the segmentation models focused on comparing with Kalasanty which is

the current state-of-art method in predicting 3D shapes of pockets.

For cross-validation classification experiments returned an average validation accuracy of

0.943 and AUC-ROC of 0.966 from the 10 classification models that were trained on their

corresponding cross-validation splits. The accuracy and AUC-ROC for each of the folds

are reported in Table S1 along with their training graphs in Figure S1 of the Supporting

Information. Success/recall rates for all 10 models on their corresponding validation sets

obtained an average of 70.27% for Top-n and 87.77% for Top-(n+2). Success rates for all the

folds have also been provided in the Table S2 of the Supporting Information. We also plot

the success rate from Top-n to Top-(n+7) across the validation set in Figure 4. We believe

the big jump of 17% in success rate from Top-n to Top-(n+2) could be an indication of the

presence of putative or cryptic binding sites2 that have not been annotated in the dataset.
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Figure 4: Average success rate on scPDB v.2017 dataset of correctly identifying pockets for
ranks ranging from Top-n to Top-(n+7), where n is the number of pockets for a protein

We also see that most of the pockets in the dataset have been predicted in the Top-(n+7)

ranks itself.

Similarly, we followed a 10-fold cross-validation and trained 10 separate segmentation

models. To get the segmented pockets, the predicted density was converted into a binary

tensor based on a threshold followed by morphological closing and border clearing. Only the

largest connected pocket density was retained by erasing the smaller pocket densities in the

prediction. We checked threshold values from 0.5 to 0.8 and obtained similar performances,

therefore we decided to maintain the threshold at a value of 0.5. The models achieved

an average Dice Coefficient of 0.740 and Intersection over union (IOU) of 0.596 across the

dataset. The Dice coefficient and IOU for each of the folds are reported in Table S3 along
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(a) (b)

Figure 5: Segmentation results on scPDB v.2017 dataset, (a) success rate vs distance in
DCC, (b) kernel density estimate (KDE) vs DVO

with their training graphs in Figure S2 in the Supporting Information.

We extracted only the correctly predicted pockets in the Top-(n+2) ranks to evaluate

the model’s performance on the DCC and DVO metrics. If no predicted pocket shapes were

returned by DeepPocket for a data point, then values of maximum DCC and minimum DVO

were allocated to that prediction. The model returned an average DCC success rate of 85.2%

at 4 Å and an average DVO of 0.644 across all cross-validation folds. DCC success rates

and average DVO for each fold are provided in the Table S4 of the Supporting Information.

Success rate vs distance for DCC and the distribution of DVO across the dataset is depicted

in Figure 5. The success rate is plotted along with a 0.95 confidence interval region across

all validation fold. The narrowness of this region indicates that the model performed almost

equivalently on all the folds. The DVO curve peaks at a value around 0.65-0.7, which, we

believe is a good enough estimate of the shape of the pocket.

Next, we compare the performance of DeepPocket in identifying binding cavities with

other state-of-the-art methods on the three test datasets - COACH420, HOLO4k and SC6K.

The classification model is compared to the other methods according to the DCA criterion.

We note that while we did extensive data leakage removal to train our models for testing,

we took pre-trained models for other machine learning and deep learning methods that were
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trained on datasets that may have some overlap with the test sets. For DeepSite, the results

provided by P2Rank38 for COACH420 and HOLO4k were used. SC6K results were obtained

using the playmolecule web-service1. For Kalasanty, pocket centers were calculated from

predicted densities.

Table 1: DCA results comparison

COACH420 HOLO4K SC6K
Top-n Top-(n+2) Top-n Top-(n+2) Top-n Top-(n+2)

Fpocket 35.09% 51.25% 36.34% 51.53% 23.99% 37.23%
Deepsite 53.07% 53.07% 51.65% 51.67% 52.94% 65.41%
Kalasanty 63.51% 65.18% 61.21% 62.63% 61.75% 61.75%
P2Rank 68.24% 75.48% 70.6% 80.05% 62.9% 75.74%

DeepPocket 67.96% 79.94% 73.36% 82.97% 64.58% 83.01%

The success rate results for Top-n and Top-(n+2) are reported in Table 1. In case a

method failed to predict pockets for a protein, the pockets for that protein were given a

value of maximum DCA to avoid erroneous calculation of the success rate. DeepPocket

outperforms all other state-of-the-art methods in all the datasets except in the Top-n score

for COACH420, where P2Rank detects only 1 extra pocket therefore beating DeepPocket by

just 0.28%. DeepPocket is also the only deep learning method that does not fail to provide

pocket locations on any of the proteins in the dataset.

Table 2: No. of proteins where the method fails

COACH420 HOLO4K SC6K
Fpocket 0 0 0
Deepsite 1 18 206
Kalasanty 12 340 611
P2Rank 0 0 70

DeepPocket 0 0 0

The number of proteins where each method failed to predict pockets for the three datasets

are provided in Table 2. Deepsite and P2Rank mainly failed due to failures in parsing

protein files while Kalasanty mostly failed due to an absence of predicted pocket densities.
1https://playmolecule.org/deepsite
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Table 3: DCC and DVO results comparison

COACH420 HOLO4K SC6K
DCC DVO DCC DVO DCC DVO

Kalasanty 78.33% 0.43 57.12% 0.43 74.33% 0.35
DeepPocket 81.31% 0.64 65.79% 0.64 80.24% 0.62

This conclusively indicates that DeepPocket can be considered a more accurate and robust

method than the rest for binding site detection.

The segmentation algorithm is designed to predict the shape of top-ranked pockets re-

trieved from the classification scores. Therefore, only the correctly identified pockets in the

Top-(n+2) predictions of the three test datasets are used to evaluate the segmentation mod-

els. The major difference between DeepPocket and Kalasanty is that while Kalasanty tries to

segment out the pockets by taking the entire protein as input, DeepPocket identifies pockets

by taking sub-locations around predicted pocket centers as input. This enables DeepPocket

to function at a finer resolution of 0.5 Å. Like before, we used the provided pre-trained

Kalasanty model to get its predictions. The final pocket shape and coordinates are obtained

from the pockets.cmap file that Kalasanty outputs.

The DCC success rate for a 4 Å threshold and average DVO values for both the methods

are reported in Table 3. DeepPocket is seen to have a better performance than Kalasanty

for both DCC and DVO criterion. We believe that the major reason for this is the difference

in resolutions at which the models operate. A resolution of 0.5 Å, as compared to 2 Å,

allows for more fine-grained computation and predictions which in turn leads to better seg-

mentation predictions. DeepPocket achieves an overwhelming DCC success rate of 81.31%

on COACH420 and 80.24% on SC6K showing that most of the predicted pocket shapes are

centered near the true center of the pocket whereas on the HOLO4K dataset, the success rate

is lower (65.79%) but still relatively better. DeepPocket also returns mean DVOs greater

than 0.6 when tested on the three datasets indicating good segmentation accuracy.

The success rate curves and DVO distribution plots for all the three datasets are depicted

in Figure 6. The success rate plots of DeepPocket on the COACH420 and SC6K datasets
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(a) (b)

(c) (d)

(e) (f)

Figure 6: Segmentation results of DeepPocket and Kalasanty on test datasets. Success rate
and DVO distributions for (a),(b) COACH420, (c),(d) HOLO4K, and (e),(f) SC6K
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Figure 7: Top-ranked and segmented pockets (shown in "light blue" volume) of proteins
HIV-1 Protease (PDB ID: 1K2C) and Progesterone ligand binding domain (PDB ID: 1SQN)
by DeepPocket. True pocket annotations are shown as "dark blue" points. Corresponding
proteins are show in "green"

are very similar to the success rate plots in the cross-validation experiments indicating good

generalisation. For HOLO4k, DeepPocket has a slightly lower success rate performance as

compared to the cross-validation set. The returned DVO distributions of the test sets by

DeepPocket peak around a value of 0.65. This could be considered a good approximation of

the shape of the pocket at a 0.5 Å resolution.

Kalasanty, on the other hand, returns lower DCC success rates at a 4 Å threshold.

However, the success rate improves at a good pace with increasing values of the distance

threshold. DVO distributions on all the three datasets for Kalasanty peak at values close to

0.35-0.4, indicating that DeepPocket performs better at shape prediction. These results lead

to the conclusion that while the Kalasanty method generates densities in the locality of the

binding site (Table 1), DeepPocket’s segmentation algorithm functions relatively better for

elucidating the entire binding pocket shapes.

In Figure 7, we show examples (PDB IDs: 1K2C, 1SQN) of our predicted binding pockets,

where the correct center was top-ranked by the classification model. These visualizations

are generated by open source molecular visualization system, PyMOL.50
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Conclusion

In this work, we designed a method DeepPocket that follows a multi-step approach to identify

ligand binding sites on the 3D structures of proteins. This mainly involves three steps,

extracting candidate pocket centers, ranking them using a classification model, and finally

elucidating shapes for the top-ranked centers using a segmentation model. This modular

design enables both, the usage of any of these parts independently and their replacement

by other methods that may be developed in the future. The classification model uses 3D

CNNs on the candidate pockets generated by Fpocket and predicts accurate binding sites.

The segmentation model again uses 3D CNNs in a U-net like architecture to elucidate pocket

shapes of the predicted binding sites. We made the design choice of working at a fine-grained

resolution of 0.5 Å to ensure better performance as evidenced by the DCA, DCC, and DVO

results. DeepPocket also has the added advantage of not failing on any of the provided protein

structures. Therefore, we believe it would be advantageous to incorporate DeepPocket into

structural bioinformatics and drug design pipelines where identification of binding cavities

is required. We believe this would especially be useful in cases where template methods fail

to provide the required binding site.
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