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Abstract

Population analyses based on point charge approximations accurately estimating the

equilibrium dipole moment will systematically fail when predicting infrared intensities

of out�of�plane vibrations of planar molecules, whereas models based on both charges

and dipoles will always succeed. It is not a matter of how the model is devised, but

on its number of degrees of freedom. Population analyses based on point charges are

very limited in terms of the amount of meaningful chemical information they provide,

whereas models employing both atomic charges and atomic dipoles should be preferred

for molecular distortions. A good model should be able to correctly describe not only

static, equilibrium structures but also distorted geometries in order to correctly assess

information from vibrating molecules. The limitations of point charge models also hold

for distortions much larger than those encountered vibrationally.
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The relative distribution of electrons within a molecule is ubiquitous in the chemical

literature. The concept of oxidation state, which is one of various ways of viewing the distri-

bution of electrons to atoms in a molecule, is older than the actual discovery of electrons1.

Almost 200 years later, assigning electronic populations to atoms remains a central task �

actually a central challenge � for chemists.

The challenge arises from the continuum nature of the molecular electronic density: there

is no unambiguous way of de�ning boundaries between atoms. Therefore more than twenty

di�erent models2�19 have been proposed until now and many others may appear in the future.

As far as there are new perspectives to be tested, new models will continue to be proposed.

Apart from technical features (low basis set dependence, rapid calculation, linear scaling,

etc.), a good model should be able to deliver atomic charges whose interpretation follow

elementary chemical concepts, such as electronegativity trends7,18,19, as well as estimate ac-

curate molecular properties directly related to electronic distributions, like molecular dipole

moments12,17,20, electrostatic potentials4,5,13, core electron binding energies21,22 and infrared

intensities23�29. Notice that all these properties are experimentally measurable, so the failure

in achieving them sounds an alert to the general and unrestricted usage of a particular charge

model. Even though a charge model may be speci�cally designed to reproduce a given molec-

ular property (like CM5 and ADCH charges for the dipole moment and CHELPG for the

electrostatic potential), a truly good charge model should be able to perform well regardless

of the property or the molecular system.

We will focus on the accurate estimation of infrared intensities as they can be measured

by both FTIR and dispersive infrared spectrometers within an error of few percent30,31. The

kth IR intensity (from the kth vibrational mode) depends on the square of the dipole moment

derivative32:

Ak =

(
NAπ

3c2

)(
∂~p

∂Qk

)2

(1)
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Therefore, the ability to reproduce the molecular dipole moment is a key feature and a

number of population analyses do not ful�ll this initial requirement. Among those that

succeed, there are two kinds of models: ones based solely on point charges (usually centered

at the nuclei) and those based on both atomic charges and atomic dipoles. For an N�atom

molecule:

~p =
N∑
i=1

~pi

 ~p =
∑N

i=1(qi · ~ri) (charge�only)

~p =
∑N

i=1(qi · ~ri + ~mi) (charge�and�dipole)
(2)

We will demonstrate that the estimation of the correct dipole moment is a necessary but

not suf�cient condition for the quantitative reproduction of molecular IR intensities. These

vibrational intensities depend on the dipole moment changes that is dependent on changes in

the charges or both charges and dipoles. By computing these parameters for the equilibrium

and several distorted geometries, one may calculate the intensities from di�erent charge

models. Since IR intensities are experimentally measurable and well�de�ned parameters,

their accurate calculations may be used as a �standard quality test� for comparing di�erent

charge models. Here we demonstrate that reproducing the dipole moment is much easier

than estimating the infrared intensity, a dynamical property.

If the chosen charge model employs both atomic charges and atomic dipoles, then insert-

ing this expression in Eq. (1) will lead to three sets of derivatives: the �rst is associated

with the movements of static equilibrium charges along the normal coordinate (C), the sec-

ond with the changes in these charges, called charge transfers (CT) and the third with the

changes in the atomic dipoles (called dipolar polarization, DP)26,33,34:

(
∂~p

∂Qk

)
=

(
∂~p

∂Qk

)C

+

(
∂~p

∂Qk

)CT

+

(
∂~p

∂Qk

)DP

(3)

A detailed, step�by�step derivation on this subject may be found in a recent report34. On

the other hand, if a model describes the molecular dipole moment from a distribution of net
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point charges centered at the nuclei, then the total derivative will be described solely by the

�rst two derivatives. There are several papers in the literature dealing with this approach,

often known as Equilibrium Charge, Charge Flux 23,24,27�29 models. Regardless of the name,

the equations and interpretations are equivalent.

If the molecule is planar, a well established result from Dinur and Hagler35 ensures

that the charge transfer term must vanish for out�of�plane vibrations due to symmetry

constraints. For charge�only models, this means that the IR intensity for the out�of�plane

mode will be described solely by equilibrium atomic charges, whereas the models based on

charges�and�dipoles will describe this intensity by a combination of equilibrium charges and

changes in the atomic polarizations.

In order to compare these two types of models, we performed complete IR intensity

analyses for three planar systems, ethene, cis�di�uoroethene and benzene. These molecules

had their geometries optimized and standard vibrational analysis carried out at the m06�

2X/aug�cc�pVTZ level by Gaussian0936. From the equilibrium (optimized) geometry, the

Placzek37,38 program generated additional 6N (N being the number of atoms) distorted ge-

ometries regarding positive and negative displacements of each atom along the Cartesian

axes. All these 6N+1 geometries had their atomic charges and dipoles computed from dif-

ferent models and, along with the Hessian matrix, Placzek numerically calculated the inten-

sities from each charge model. QTAIM8, Hirshfeld9, DDEC615, CM512, ADCH17, VDD11

and CHELPG5 models were investigated. QTAIM, Hirshfeld and DDEC6 will automatically

reproduce the dipole moment if both charges and dipoles are employed. ADCH also satis�es

the static dipole, but employing only atomic charges, whereas CM5 aims to reproduce the

experimental molecular dipole moment, which may not have the same value determined from

the wavefunction. CHELPG parameters, on the other hand, were computed under three dif-

ferent situations: point charges, without constraint to reproduce the dipole moment from

the wavefunction (labeled CHELPG�q); point charges, but constrained to reproduce the

dipole moment (CHELPG�qcd); and atomic charges and atomic dipoles, again constraining
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the entire set to reproduce the dipole moment (CHELPG�qmcd). Gaussian09, AIMAll39,

Chargemol15 and Multiwfn40 were used to compute all charges and atomic dipoles. Table

S1 (Supp. Info.) shows the software used to compute each set of atomic charges and atomic

dipoles. In order to avoid favour for any of the charge models all of them were evaluated

using default approaches (i.e. default grids, meshs, initial densities, etc.). Slightly di�erent

numerical results could be achieved by modifying some (or various) of these parameters, but

the overall conclusions described in the following should hold.

It is important to stress that the inclusion of atomic polarizations does not make the

atomic charges and dipoles from QTAIM, Hirshfeld, DDEC6 and CHELPG�qmcd concep-

tually equivalent. They belong to a common group but their electronic density changes can

be completely di�erent and even incompatible with one another, depending on the relative

magnitudes of their charges and dipoles. The same can be said about the di�erent models

with only point charges. Table 1 shows the amount of the total dipole moment attributed

to charges and atomic dipoles for cis�di�uoroethene.

Table 1: Total dipole moment contributions of atomic charges (~pq) and atomic dipoles (~p~m)
for cis�di�uoroethene, in units of Debye (D), from m06�2X/aug�cc�pVTZ calculations.

Model ~pq ~p~m ~ptotal
Wavefunction � � 2.4068

QTAIM 8.1878 �5.7825 2.4053
Hirshfeld 1.6854 0.7205 2.4059
DDEC6 2.1509 0.2551 2.4060

CHELPG�qmcd 5.9131 �3.5072 2.4059
CHELPG�qcd 2.4059 0.0000 2.4059
CHELPG�q 2.3032 0.0000 2.3032

ADCH 2.4040 0.0000 2.4040
VDD 1.6526 0.0000 1.6526
CM5 2.4366 0.0000 2.4366

Experimental � � 2.4241

The magnitudes of the charge and dipole contributions are very di�erent for these models.

More interestingly, their relative orientations are not always the same. Consider, for example,

QTAIM and Hirshfeld models, whose charges are quite often claimed to be too high and too
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low, respectively. The large QTAIM charge contribution is partially cancelled by the atomic

dipoles, whose net polarization is in the opposite direction. In contrast, these Hirshfeld

contributions are alligned, reinforcing each other to yield the correct dipole moment value.

DDEC6 has slightly higher charges than Hirshfeld, but also a slightly lower net polarization,

resulting in the same total dipole moment as well. It is important to understand that stating

QTAIM charges are too high or Hirshfeld charges are too low is pointless if their associated

atomic dipoles are not considered as well.

For the charge�only models, one can see the CHELPG�qcd and ADCH results agree with

the equilibrium dipole moment from the wavefunction, whereas the remaining ones do not.

CHELPG�q and CM5 yield values close to the target value, but these di�erences are large

enough to compromise the accuracy of the infrared intensity analysis, as seen in Table 2.

We stress that the CM5 model does not aim to reproduce the dipole from the wavefunction,

but actually the experimental dipole. Its results are indeed closer to the experimental value

than the wavefunction's value, as expected from its parametrization. The molecular dipoles

from VDD charges are far from the target value, but it is worth mentioning that the Voronoi

cells used to calculate VDD charges are not necessarily symmetric and thus could admit

internal atomic dipoles to be therein de�ned11. Unfortunately, to the best of our knowledge

this feature has not been computationally implemented yet.

The charges and dipoles from these models were used to calculate the electronic density

changes accompanying vibrations, in order to determine their infrared intensities. Table 2

shows the wavenumbers and intensities for some of the IR active vibrations of ethene, cis�

di�uoroethene and benzene. Only vibrations with intensities are larger than 10.00 km.mol−1

were considered so inherent numerical errors will be small compared to the total intensities.

The table was divided and colored in a way to ease the interpretation of the results. The

second and third columns show the raw data from Gaussian09, obtained from the standard

vibrational analysis delivered by this code. Columns 4�7 show the results for the four models

which employ both atomic charges and atomic dipoles, whereas columns 8�12 show the results

6



from the models employing only atomic charges. The intensities from Gaussian are colored

blue, meaning they are the �target� values from the wavefunction. The intensities from the

models are colored according to their agreement to the target data: green (0 to 4 km.mol−1),

orange (4 to 8 km.mol−1) and red (8+ km.mol−1).

It is evident that models including atomic dipoles perform much better. Except for a

few results from CHELPG�qmcd, all results approach the target values within numerical

accuracy. Notice that the ways in which these models are de�ned may be completely dif-

ferent (starting from reference atomic densities for DDEC6 and Hirshfeld, from ESP �t for

CHELPG�qmcd and from the topology of the molecular density for QTAIM), but nearly all

of them are equally capable of accurately reproducing all these intensities.

A totally di�erent situation is found for the results from the point charge models. Both

CHELPG�q and VDD charges disagree with the target intensities for almost all vibrations.

Only two intensities from CHELPG�q agree with the wavefunction, but this seems to be

more a coincidence than reliable agreement. One might expect CM5 charges to perform

better than CHELPG�q and VDD, since CM5 charges were developed to reproduce the

experimental dipole moment, but this is not the case. Probably the parametrization for the

experimental dipole moment prevents these charges from capturing the real modi�cations in

the wavefunctions of the distorted geometries.

Finally, we compare the point charge models that do reproduce the dipole moment of the

wavefunction, CHELPG�qcd and ADCH. One can see that both are capable of accurately

calculating the intensities of all vibrations for each molecule but one, speci�cally the out�of�

plane mode (which is italic). This may seem surprising at �rst, but we are able to rationalize

why this happens.

The static charges from the equilibrium geometry completely determine the �rst terms

in rhs of Eq. (3). Since the distortions lead to rearrangements in the electronic den-

sity, the charges must vary, and the new charges calculated for the distorted geometries

are also constrained to agree with the non�equilibrium dipole moments; the di�erence be-
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tween these charges and equilibrium ones determines the charge transfer term. Therefore,

for in�plane vibrations, C+CT (or C+CT+DP) satisfactorily reproduce the correct dipole

moment derivative and thus the correct IR intensity. Out�of�plane vibrations also display

rearrangements in the electronic density, but CT term vanishes, and equilibrium charges

cannot describe these changes resulting in errouneous intensity values.

The reason why all charge�dipole models accomplish this task is now evident. Even

though the CT term must vanish (see Eq. (3)), there is still a single degree of freedom

available in the form of the DP term, which ensures the correct calculation of the dipole

moments of distorted geometries and hence the intensities. In other words, explicit consid-

eration of atomic polarizations is necessary for quantitative assessment of IR intensities of

out�of�plane vibrations. The popular claim that some models can only reproduce the dipole

moment if atomic dipoles are included, usually presented as a disadvantage, is rather the sole

reason of the superiority of all these models compared to those based solely on point charges.

Therefore, a general conclusion is that reproducing the dipole moment is a necessary, but not

su�cient condition for accurate and meaningful prediction of infrared intensities. The inclu-

sion of atomic dipoles is mandatory for accurate intensity estimates as well as for any study

focused on the electronic density changes accompanying molecular distortions, including (but

not restricted to) vibrations. These �ndings may be summarized as:

(
∂~p

∂Qk

)
wavef

6=
(
∂~p

∂Qk

)
charge�only

=

(
∂~p

∂Qk

)C

(4)(
∂~p

∂Qk

)
wavef

=

(
∂~p

∂Qk

)
charge�dipole

=

(
∂~p

∂Qk

)C

+

(
∂~p

∂Qk

)DP

(5)

The dispute for the �better� charge model seems endless. Most of the defenders of a

particular charge model stress only its advantages, which quite often summarizes to calcula-

tional convenience, basis set independence or transferability among di�erent atoms. These

are of course desirable features, but the ability of reproducing experimentally veri�able prop-

erties should be a most important feature in this pursuit, because if the charges themselves
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cannot be observed experimentally, at least some properties dependent on the charges can

be measured with high precision. Dipole moments, infrared intensities and core�electron

binding energies, which are experimentally measurable and unambiguosly de�ned, depend

on the distribution of the electronic density which is not static in nature, as molecules are

vibrating. All these properties are better rationalized if atomic dipoles are considered42.

Therefore, much e�ort should be directed at how to describe the charge distributions of dis-

torted geometries. Unfortunately, most of the times the importance of this feature is largely

underestimated by researchers when presenting new charge models.

By demonstrating that models based on a point charge approach will systematically

fail for out�of�plane intensities shows that the point charge approximation is in general

very limited and e�orts towards a deeper understanding of the role of atomic polarizations

in chemistry is needed. Furthermore one cannot expect charge�only models to accurately

describe electronic density changes for large out�of�plane distortions if they fail for small

vibrational displacements. Force �eld development, which is historically associated with

charge modelling, has experienced growing interest in charge �uxes in recent years43�48. We

also advocate in favour of atomic polarizations as a rich source of information not only about

static electronic density but also its dynamics. Infrared intensity analyses show that atomic

polarizations are as important as charge �uxes in describing the dynamics of the electronic

density.
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