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Abstract:  

 The oxygen evolution reaction (OER) from water requires the formation of meta-stable, 

reactive oxygen intermediates to enable oxygen-oxygen bond formation.  On the other hand, such 

reactive intermediates could also structurally modify the catalyst.  A descriptor for the overall 

catalytic activity, the first electron and proton transfer OER intermediate from water, (M-OH*), 

has been associated with significant distortions of the metal-oxygen bonds upon charge-trapping.   

Time-resolved spectroscopy of in-situ, photo-driven OER on transition metal oxide surfaces has 

characterized M-OH* for the charge trapped and the symmetry of the lattice distortions by optical 

and vibrational transitions, respectively, but had yet to detect an interfacial strain field arising from 

a surface coverage M-OH*.  Here, we utilize picosecond, coherent acoustic interferometry to detect 

the uniaxial strain normal (100) to the SrTiO3/aqueous interface directly caused by Ti-OH*.  The 

spectral analysis applies a fairly general methodology for detecting a combination of the spatial 

extent, magnitude, and generation time of the interfacial strain through the coherent oscillations’ 
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phase.  For lightly n-doped SrTiO3, we identify the strain generation time (1.31 ps), which occurs 

simultaneously with Ti-OH* formation, and a tensile strain of 0.06% (upper limit 0.6%).  In 

addition to fully characterizing this intermediate across visible, mid-infrared, and now GHz-THz 

probes on SrTiO3, that strain fields occur with the creation of some M-OH* modifies design 

strategies for tuning material properties for catalytic activity and provides insight into photo-

induced degradation so prevalent for OER.  To that end, the work put forth here provides a unique 

methodology to characterize intermediate-induced interfacial strain across OER catalysts. 

1 Introduction  

Meta-stable intermediates guide the oxygen evolution reaction (OER) from water, and are 

characterized by a series of electron and proton transfers from a metal-oxide surface.1-3  Often, the 

first electron and proton transfer from a water adsorbed site is utilized to classify materials’ 

catalytic activity for OER.4,5  For example, a too strong or weak binding of oxygen to the metal 

site upon this electron and proton transfer correlates with lower catalytic activity,5 with strong 

binding implying that O-O bond formation rate limits the reaction and with weak binding implying 

that creating the first intermediate does.  While this reactive oxygen intermediate (M-OH*) is often 

compared energetically between materials1 by DFT calculations with limited surface relaxation 

allowed,6 its structural form has only recently been elucidated in a series of in-situ and time-

resolved experiments using optical7-11 and vibrational12-15 spectroscopy.  Significant distortions of 

the metal-oxygen bond in M-OH* are evidenced by, upon charge-trapping, a double bond on Fe2O3 

(Fe=O)15 and Co3O4 (Co=O)13 and a lengthened Ti-O bond on SrTiO3.
12 This is not unanticipated 

by calculations of charge-trapping on surfaces of bulk semiconductors:16-18 when charge traps in 

periodic lattices, lattice deformations form around the carrier to create a “polaron” that then 

transports charge with the accompanying distortions.  Hole-polarons are especially ubiquitous in 

3d transition metal oxides19 due to the susceptibility of the 3d M-O 2p octahedral bonding 

environment to local deformations such as the Jahn-Teller effect.  In regard to catalysis at surfaces, 

these local deformations can define “active sites” such as that suggested by the structural 

characterization of M-OH*. 

On the other hand, surfaces of transition metal oxides are associated with strain fields at 

the vacuum and liquid interfaces.20,21  Strain engineering has been utilized to modify the ground 

state properties of these catalysts, especially within the perovskite families.  In-plane compressive 
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and tensile strains modify the adsorption energy of oxygen, the d-band width, and oxygen 

diffusion,20,22 with some associations to OER activity; bulk strain also modifies these properties.22  

Further, interfacial strain is invoked in describing catalysts’ surface re-structuring under potential 

or light driven conditions.  In electrochemistry, Pourbaix diagrams define a surfaces’ stability 

against pH and potential,23-26 leading to new structural phases very close to the noted stable region 

of OER on the catalyst and metal leaching into the electrolyte.  In recent solar-to-fuel devices, 

photo-driven degradation often exacerbates the problem of finding an active and stable catalyst.27 

 
Figure 1: Overview of polaron-induced strain and detection of its propagating acoustic strain 

pulse. A) Band gap excitation generates carriers, which separate due to the space-charge layer. 

Holes trap at the surface (panel C) and cause an interfacial strain. Ultrafast generation of the 

strain launches a propagating strain pulse into the bulk, which we detect as an interference 

pattern between the surface reflected probe and acoustically scattered probe. We refer to this 

interference pattern as coherent acoustic waves (CAWs). B) As the pulse propagates into the 

bulk and the pathlength difference between the reflected and scattered probe increases, the 

CAWs oscillate in time with different wavelengths oscillating at different frequencies. These 

oscillations are characterized by their amplitude and phase. C) Small hole-polaron formation at 

the STO/water interface by hole-trapping. 

Such considerations of interfacial strain fields have largely been based on the catalyst 

composition in the ground state and its stability against a steady-state potential.  However, given 

that M-OH* itself induces lattice distortions, measured populations are meta-stable, and the 

closeness of unstable oxide phases to OER, determining the interfacial strain invoked by the M-

OH* coverage itself would be important to understanding materials design paradigms for both 
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higher activity and enhanced stability.  Here, we employ a mature optical technique, ultrafast 

coherent acoustic interferometry,28-34 to detect the interfacial strain engendered by Ti-OH* 

coverage on SrTiO3 (0.1% Nb) during OER.  As summarized in fig. 1A, the optical technique 

works by first generating a laser-triggered interfacial strain (usually associated with heat or an 

electron-phonon deformation potential) which results in a propagating acoustic strain pulse into 

the bulk.   The optical probe pulse scatters off this propagating strain pulse with the phase matching 

conditions of stimulated Brillouin scattering (SBS). The scattered and surface reflected probe 

beams interfere to generate coherent acoustic waves (CAWs) in the data, defined by the oscillation 

frequency, amplitude, and phase response as a function of optical wavelength (fig. 1B).  We newly 

apply this technique to OER, utilizing methods established previously to photo-drive OER at the 

SrTiO3/aqueous interface35 by an ultrafast light pulse. 

The coherent acoustic interferometry allows for completing the structural characterization 

of Ti-OH* on lightly-doped SrTiO3 (0.1% Nb), which arises from hole-trapping to the surface, as 

cartooned in fig. 1C.  Previously, this intermediate had been characterized for the charge trapped 

through mid-gap electronic states probed by emission in the UV-visible regime8 and for the 

symmetry of the lattice distortions by the appearance of new normal modes12 (assigned to the 

terminal “oxyl” Ti-O*-) in the mid-infrared regime. Both the optical and mid-IR responses 

identified a 1.3 ps time scale for hole-trapping and Ti-OH* formation. The GHz-THz regime of 

acoustic waves now allows one to assign an interfacial strain to the Ti-OH* coverage achieved 

with a 0.04 mJ/cm2 excitation associated with ~2% of the surface sites. We apply a spectral 

analysis, further developed here, for detecting a combination of the spatial extent, magnitude, and 

generation time of the interfacial strain through especially the phase response of coherent acoustic 

waves.  For SrTiO3, we identify the strain generation time (1.31 ± 0.02 ps) to occur simultaneously 

with Ti-OH* formation, and a tensile strain along the (100) crystal direction of 0.06% (upper limit 

0.6%).  Below, this tensile strain, in which the 𝑐 axis expands with respect to the in-plane axes, is 

associated with lattice deformation mechanisms of how polarons create a continuum strain.  

Altogether, the methods developed herein are quite general and could be applied to differentiate 

photo-driven transition metal oxide catalysts by the interfacial strain coincident with M-OH*, 

informing materials design paradigms for OER. 
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2 Experimental 

We acquired 0.08% Nb-doped SrTiO3 (STO) by weight (henceforth 0.08% is referred to 

as 0.1%) single crystals of size 10x10x0.5 mm with crystallographic orientation (100) from MTI 

Corp. (Richmond, CA). Samples were used without any further chemical processing or annealing. 

All transient reflectance (TR) measurements were performed on STO samples with polished front 

sides (Ra < 8 Å) and unpolished backsides. UV-VIS measurements for the visible STO absorption 

coefficient were performed on STO samples with both sides polished (Ra < 8 Å). In addition, the 

solutions used were within the range of pH 7 through pH 14 with sodium hydroxide (Sigma 

Aldrich) and, where possible, the Na+ concentration was kept at 100 mM using sodium sulfate 

(Sigma Aldrich). The pH of the solutions was measured by a calibrated pH meter (Accumet pH 

electrode #13-620-631 from Fisher Scientific).  

All electrochemical measurements were performed with respect to a Ag/AgCl (3 M KCl) 

reference electrode (MF-2052; Basi) and controlled by a CHI650E Potentiostat (CH Instruments). 

For the working electrode, ohmic contact between the unpolished STO backside and a copper wire 

was established using a Ga/In eutectic (Sigma-Aldrich). Exposed wire and the sample edges were 

covered with an insulating lacquer. A coiled Pt wire served as the counter electrode. Cyclic 

voltammetry was performed under light-on and light-off conditions with a scan rate of 100 mV/s. 

All TR measurements were performed in an in-situ electrochemical cell (fig. S1) under one 

of two conditions: OC and CC. For CC measurements, the sample was illuminated by the chopped 

266 nm pump (light-on conditions) with a pulse energy of 15.7 nJ to give a pump fluence of 0.04 

mJ/cm2 (except the fluence dependent measurements), corresponding to carrier densities on the 

order of 1013 cm-2, while we acquired the photocurrent measured as a function of time (fig. S2) 

and while the potential of the STO photoelectrode was 0 V vs. SCE. For OC conditions, we used 

a pump energy of 785 nJ to give a pump fluence of 2.0 mJ/cm2 (except the fluence dependent 

measurements) and all electrodes were disconnected from the potentiostat.  

All measurements for phonon phase analysis were performed in a new Teflon in-situ 

electrochemical cell with a 1 mm UVFS window and 1 mm of solution between the sample and 

window to help minimize white light chirp. The raw data for these measurements is available in 

fig. S3. Measurements for the phonon amplitude correlation were performed with a similar in-situ 

sample cell (3 mm CaF2 with 1 cm between the sample and window) and TR setup used 

previously.36 
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For the TR setup, the pump and probe beams were derived from a regeneratively amplified 

Ti:sapphire laser system (Coherent Legend; Coherent, Inc., Santa Clara, CA) producing pulses 

with a center wavelength of 800 nm and ~200 fs temporal width (fig. S4A) at a 1 kHz repetition 

rate. The 266 nm pump was generated using a third harmonic generation setup (Eksma FK-

800−200-M) to generate 266 nm light with ~400 fs temporal width (fig. S4B) as the pump. The 

pump beam was modulated by a mechanical chopper (3501; Newport, Inc., Irvine, CA) at a 

frequency of 500 Hz. The pump beam was incident normal with varying pulse energies and with 

a vertical and horizontal spot size of 200 µm (FWHM), as measured by a knife edge. To maintain 

the fluence, we measured the pulse energy before each experiment using a pyroelectric energy 

sensor (919E-200U-8-25K) from Newport and took into account the window’s and STO’s 

reflectivity (~20% loss).36 For fluence calculation, we assumed the beam had a flat-top intensity 

profile with a diameter of the 200 µm. 

The s-polarized white light continuum (WLC) probe was generated by focusing s-polarized 

800 nm pulses into a rotationally translated 5 mm thick CaF2 crystal (Newlight Photonics) and 

delivered to the sample using reflective optics to minimize chirp. The leftover fundamental (800 

nm) was cut out using an 800 nm Notch Filter (Semrock) before the probe hits the sample and the 

broadened portion of the fundamental was cut out with a solution of two dyes (NIR783C & 

NIR836C, QCR Solutions) in a cuvette after the sample but before the spectrometer to reduce 

grating ghosting artifacts. The incident angle of the probe on the sample cell was 45o with a 

spectrally averaged spot size of ~60 µm when using a 650 nm short pass filter (FES0650, 

Thorlabs). Note that the focus was not spectrally uniform and that the blue end of the spectrum did 

not focus as tightly, which we did not further characterize.  

After the sample, the reflected probe beam was focused into an imaging spectrograph 

(Isoplane) and CCD Imaging Camera (PIXIS) setup from Princeton Instruments. In addition, 

<10% of the probe was split before the sample for referencing. Referencing was performed with 

an un-matched CMOS UltraFast Systems spectrometer using the smart referencing algorithm37 

with a 64 compressed pixel array38 to achieve a differential probe stability of approximately 2 

mOD per pulse pair. The detector outputs were interfaced with a personal computer, which 

provided automated control over a double-pass 4 ns optical pump−probe delay stage 

(MTM250CC1; Newport/MKS).  
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Finally, under light on CC conditions, the sample undergoes surface degradation (fig. S5), 

which affects the photocurrent, TR signal, and sample reflectivity. Surface degradation does not 

occur under the OC conditions tested in this work. To minimize the signal artifacts associated with 

this degradation, we mounted the sample on a 3-axis stage controlled by programmable actuators 

(Z 825 B; Thorlabs, Inc.) and controllers (TDC001; Thorlabs, Inc.). We raster scanned the sample 

at a controllable speed of 7 µm and minimized the signal artifacts associated with this degradation 

(fig. S5B). More detail on surface degradation is given in section S4. 

3 Results 

We performed picosecond white light transient reflectance (TR) spectroscopy on 0.1% 

Nb:SrTiO3 (STO) under OC and CC conditions. For CC conditions at 0 V vs. SCE, bandgap 

excitation with a ~400 fs 266 nm pump generated a photocurrent with >70% quantum efficiency 

(fig. S2B) and drove the oxygen evolution reaction (OER) with ~100% Faradaic efficiency.35 Both 

OC and CC TR spectra contained prominent ~50-100 GHz oscillations that we attribute to CAWs. 

These oscillations are shown in fig. 2A. They are an additive contribution to the optical transitions 

(fig. 2A, phonon removed) which we have studied in a previous publication.36 In the next three 

sections, we will extract the frequency (3.1), amplitude (3.2), and phase (3.3) of these oscillations 

and use them to link the CAWs in CC to interfacial strain generated by hole-trapping to create Ti-

OH*.  The OC condition will be used as a foil, in which the CAWs derive instead from high photo-

carrier populations. Furthermore, in the phase section (3.3), we develop a mathematical model of 

the CAWs as a function of optical wavelength and fit it to our experimental CAW phase to extract 

a ~1.3 ps strain formation time in CC and directly link an interfacial and uniaxial (100) tensile 

strain to polaron formation. This quantitative model will also allow us to estimate the strain’s 

magnitude and a lower bound to the strain’s spatial extent, using both the CAW phase and 

amplitude. 
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Figure 2: A) Example TR data with (left) and without (right) the CAW contribution. B) 

Equation 1 fit traces for select wavelengths for OC (top) and CC 2 (bottom) conditions. The x-

axis is given in terms total phase, 𝜙 = Ω(𝜆)STO𝑡, to emphasize the phase shifts in the 

oscillations. The vertical red lines indicate the average phase shift, 𝜙STO. The crossed circles 

highlight the local minima and maxima of CAWs, CAWSTO.  C) CAW frequency, Ω(λ)STO/2π, 

as a function of probe wavelength as extracted by the fit via eq. 1. The inset shows the 

wavevectors for the SBS phase matching conditions. �⃗� , 𝜔, and 𝜃 represent the optical 

wavevector, frequency, and angle while the subscripts i and s represent incident and Stokes, 

respectively. �⃗�  and Ω are the longitudinal acoustic phonon wavevector and frequency. D) The 

CAW amplitude, ACAW,STO, as a function of wavelength for OC and two CC data sets as 

extracted by the fit via eq. 1. E) The CAW phase, 𝜙 STO, as a function of wavelength for OC and 

two CC data sets as extracted by the fit via eq. 1. For all panels, OC conditions were acquired at 

pH 13 with a pump fluence of 2.0 mJ/cm2 and CC conditions were acquired at pH 13 with a 

pump fluence of 0.04 mJ/cm2. The shaded regions of C, D, and E represent the standard error 

bounds from the least squares fit. For all panels, the raw TR data used to generate the CAW data 

in this figure is shown in fig. S3. 
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3.1 CAWs Frequency: 

We extracted the wavelength-dependent oscillation frequency, amplitude, and phase by 

fitting the TR kinetic traces for each wavelength to a sum of two growth exponentials, a decay 

exponential, and oscillatory components that models CAWs in STO and water (fig. 2B): 

 Δ𝑂𝐷 = 𝐺𝑓𝑎𝑠𝑡 + 𝐺𝑠𝑙𝑜𝑤 + 𝐷1 + 𝐶𝐴𝑊𝑆𝑇𝑂 + 𝐶𝐴𝑊𝐻2𝑂 ,  1a 

 𝐺𝑖 = −𝐴𝐺,𝑖 (1 − exp(− 𝑡 𝜏𝐺,𝑖⁄ )) 1b 

 𝐷𝑖 = 𝐴𝐷,𝑖exp(− 𝑡 𝜏𝐷,𝑖⁄ ) 1c 

 𝐶𝐴𝑊𝑖 = 𝐴𝐶𝐴𝑊,𝑖 exp(− 𝑡 𝜏𝐶𝐴𝑊,𝑖⁄ ) cos(Ω𝑖𝑡 + 𝜙𝑖) 1d 

The two growth exponentials in eq. 1 represent the growth of an emissive signal associated with 

hole trapping and the decay exponential is associated with the decay of the valance band hole 

population (described below).8,9,12,36,39 For hole trapping, we found that the average fast growth 

timescale was 1.2 ± 0.3 ps (fig. S6). The two CAW terms are associated with acoustic pulse 

propagation in STO and in the aqueous electrolyte (fig. S7). The ~5-10 GHz signal contribution 

from the electrolyte is described in section S5. The wavelength dependent fit results for STO 

CAWs frequency, amplitude, and phase are summarized in fig. 2C-E, respectively. 

We found that the oscillation frequency as a function of probe wavelength matches the 

stimulated Brillouin scattering (SBS) phase matching condition almost exactly, as shown in fig. 

2C, with a small error related to spectrometer calibration (fig. S8). The SBS phase matching 

condition is given by,28,34,40,41 

 Ω

2𝜋
=

2𝑣𝑛

𝜆
cos 𝜃𝑖 ,  2 

where 𝜆 is the probe vacuum wavelength, 𝑛(𝜆) is the real part of the index of refraction in 0.1% 

Nb:STO (fig. S9), 𝑣 is the acoustic velocity in STO (calculated in Table 1),42 and 𝜃𝑖(𝜆) is the 

incidence angle of the probe in STO as defined in the inset of fig. 2C. In addition, the CAWs in 

water also closely follows this relation (fig. S7), with the corresponding refractive index, acoustic 

velocity, and incidence angle. These close agreements indicate that the oscillatory signals are 

CAWs as detected by picosecond interferometry (as opposed to a resonantly enhanced 

mechanism,43,44 which does not follow the SBS phase matching conditions). For STO, the physical 

picture that follows is cartooned in fig. 1: the interference of the surface reflected probe and 

transmitted probe scattering from an acoustic strain pulse that propagates into the bulk of the 
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sample.28,30 This acoustic strain pulse is a direct result of ultrafast strain generation just below the 

STO surface, which describes uniaxial expansion (tensile strain) or contraction (compressive 

strain) of the STO lattice in a direction normal (100) to the surface (001). 

3.2 CAWs Amplitude 

To gain more insight into the source of the interfacial strain, we correlated the CAW 

amplitude against the amplitudes of the fast emissive component and absorptive component while 

varying electrolyte pH for CC conditions and pump fluence for OC and CC conditions, as 

summarized in fig. 3. These amplitudes were extracted by performing a spectrally constrained 

singular value decomposition (SVD) analysis, which yields a single pair of kinetic traces for the 

absorptive and emissive component (fig. S10). We fit the resulting kinetic traces to the exponential 

parts (𝐺𝑓𝑎𝑠𝑡, 𝐺𝑠𝑙𝑜𝑤, and 𝐷1) of eq. 1a to extract a condition-dependent absorptive amplitude which 

arises within the excitation pulse width (<400 fs) and a condition-dependent emissive amplitude 

which formed with a ~2 ps time constant. The advantage of this method is that it allows us to 

extract condition-dependent kinetic parameters rapidly and robustly from large data sets without 

the added complexity of fitting multiple probe wavelengths. We emphasize that the ~2 ps emissive 

component and <400 fs absorptive component is analogous to the amplitudes derived from the 

emissive rise and absorptive decay exponentials described in eq. 1. More detail is provided in the 

SI (section S9) and in previous publications.36 

Before proceeding, we will introduce the relevant differences between OC and CC 

conditions in our STO system, which are summarized in fig. S11. Briefly, under OC conditions 

with our range of pump fluence, interfacial dynamics are dominated by photocarrier recombination 

because the built-in potential at the STO/water interface flattens.9 Similarly, the OC TR spectra 

are dominated by a decaying absorptive component that forms within the pump pulse duration, 

which we therefore associate with the photocarrier populations. In contrast, under CC conditions 

the built-in potential is maintained, causing the photocarriers to separate and to generate a 

photocurrent (fig. S2).9 In this process, the valance band holes are driven to the surface and trap as 

surface terminal and bridged oxyls, with the associated hole-polaron mid-gap states (fig. S11).8 

We have previously assigned the ~2 ps emissive component to the transition between the 

conduction band and the hole-trapped states to this Ti-OH* population.8 
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Figure 3: Correlating CC CAWs amplitude to the ~2 ps emissive amplitude (polaron formation) 

and OC CAWs to the <400 fs absorptive amplitude (carrier population). A) The CAW amplitude 

spectrum, as extracted by eq. 1, for CC conditions for various pHs. B) The average CAW 

amplitude (red squares, left axis) for the data set in A correlated with the ~2 ps emissive 

amplitude (blue circles, right axis). C) Fluence dependance for CC in pH 13. Here, the CAW 

amplitude (red squares, left axis) correlates with the ~2 ps emissive amplitude (dark blue circles, 

right axis), but not with the <400 fs absorptive amplitude (light blue diamonds, right axis). To 

show that the effects of surface degradation do not influence the correlation, the solid lines were 

acquired with a scan speed of 7 µm/s while the dashed lines were acquired at 28 µm/s (see 

section S4 for more detail). D) Fluence dependance for OC in pH 13 showing that the OC CAW 

amplitude (red squares, left axis) correlates with the <400 fs absorptive amplitude (light blue 

diamonds, right axis). For all panels, the ~2 ps emissive amplitude and <400 fs absorptive 

amplitude were extracted by fitting kinetic components from constrained SVD analysis (see 

section S9). 

Figure 3A and 2B show the most prominent features for varying pH in CC, where there is 

a stark difference in the CAWs amplitude spectra between neutral and basic pH. In fig. 3A, we 

show that the shape of the spectra within this data sets is largely the same, indicating that the 

average CAW amplitude within a single data set (from 400 to 600 nm) can be reliably used to 

compare against the emissive and absorptive amplitudes. In fig. 3B, we show that the average 

CAW amplitude (red squares) tracks the sigmoidal shape of the ~2 ps emissive amplitude (blue 
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circles) almost exactly. This sigmoidal shape results from modulating the number of available 

surface hole trap sites through the surface acid-base equilibrium modulated by pH of the 

electrolyte.  The shape is consistent with an adsorption reaction isotherm at a surface or a Langmuir 

isotherm, as detailed elsewhere.36  

Further, when varying pump fluence, the correlation between the CAW amplitude and the 

emissive amplitude assigned to Ti-OH* is present only under CC conditions and not under OC 

conditions. As shown in fig. 3C, the CC CAW amplitude (red squares) and emissive amplitude 

(dark blue circles) both exhibit a saturation behavior as the pump fluence is increased, while the 

absorptive amplitude (light blue diamonds) grows linearly with fluence. In contrast, the OC CAW 

amplitude (fig. 3D, red squares) closely follows the nearly linear increase of the absorptive 

amplitude (light blue diamonds) and does not exhibit any saturation behavior for the wide range 

of fluences measured. Further, when normalized for fluence, the CAWs signal is approximately 

10 times stronger in CC as compared to OC within the CC linear regime. This can be seen by 

comparing the CC 0.2 mOD CAW amplitude at a fluence of 0.08 mJ/cm2 in fig. 3C with the OC 

0.2 mOD CAW amplitude in fig. 3D, which occurs at a fluence of 0.8 mJ/cm2. That the CAW 

amplitude correlates with the pH dependence and saturation behavior of the ~2 ps emissive 

amplitude strongly attributes the CC generation to hole-polaron or Ti-OH* formation.  On the other 

hand, the linear correlation of the CAW amplitude with fluence that patterns the absorptive 

amplitude, along with its less efficient excitation, attributes the strain formation in OC to high 

photo-carrier populations.   
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3.3 CAWs Phase Model 

 
Figure 4: A) The reflectance, E/M part of the CAWs model: a diagram defining the coordinate 

system and symbols used to model the CAWs interference signal and probe scattering from a 

change in permittivity, Δ𝜖(𝑧, 𝑡), caused by the acoustic strain pulse, 𝜀𝑧𝑧. B) The acoustic strain 

part of the model: the acoustic strain pulse, 𝜀𝑧𝑧(𝜂) in eq. S33, normalized to the transformation 

strain amplitude, 𝜀0
𝑇, that generates it. For comparison, both CC and OC conditions were chosen 

to have a spatial extent of 15 nm and CC had a formation time of 1.2 ps, while OC had a 

formation time of 0.1 ps. 

We now turn to the model of the CAWs amplitude and phase spectra in terms of the sign, 

magnitude, spatial extent, and formation time of the interfacial strain that generates the propagating 

strain pulse. We then fit the model to our experimental CC CAWs amplitude and phase spectra, 

which allows us to obtain a uniaxial (001) tensile strain that leads to 𝑐 >  𝑎, extract a ~1.3 ps 

interfacial strain formation time, and estimate an interfacial strain magnitude with a lower bound 

spatial extent.  This model will extend the phenomenological model initially developed by 

Thomsen, et al.28 in the acoustic interferometry regime45 by including a strain formation time and 

broadband response. In addition, we will primarily focus on the CAWs phase spectrum because 

we found that the CAWs amplitude spectrum was susceptible to systematic error related to our 

white light continuum mode quality. Note that a similar formation time vs. phase analysis has also 

been performed by Babilotte, et al.46  

Below, we summarize the key features of the model, which are plotted in fig. 4. The theory 

of picosecond acoustic interferometry is typically partitioned into the detection and generation 

mechanism. In analogy, we have also partitioned fig. 4 into the reflectance, E/M part (A) and 

acoustic strain part (B), where fig. 4A shows the generation of the CAWs interference pattern in 
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terms of the probe’s electric field and fig. 4B shows the propagating acoustic pulse that scatters 

the probe. More detail is provided in the SI, along with the key assumptions used in the model. 

For the reflectance, E/M part of the model, the signal that we detect is the interference 

between the surface reflected probe, 𝐸𝑟, and acoustic scattered probe, 𝐸𝑠, as summarized in fig. 

4A. This interference, |𝐸𝑟 + 𝐸𝑠|
2 , leads to the CAWs oscillations seen in our data and those 

sketched in fig. 1B as the acoustic pulse propagates away from the surface. For small signals, the 

interference signal in the absorption convention8 (an increase in reflectivity corresponds to a 

negative Δ𝑂𝐷 value) is: 

 
Δ𝑂𝐷 ≈

2|𝑟1(𝜆)𝑡1(𝜆)𝑡2(𝜆)𝑟𝛥𝜖(𝜆, 𝑡)|

ln(10) |𝑟1(𝜆)|2
∙ cos(𝜙𝑡𝑜𝑡𝑎𝑙(𝜆, 𝑡))  3a 

 𝜙total(𝜆, 𝑡) = 180° − 𝜙𝑟1(𝜆) + 𝜙𝑡1(𝜆) + 𝜙𝑡2(𝜆) + 𝜙𝑟𝛥𝜖(𝜆, 𝑡) 3b 

Note that, in analogy to eq. 1, we have partitioned each complex coefficient in terms of its 

magnitude and phase and added the negative sign for the absorption convention into the phase as 

a factor of 180o. Here, 𝑟1(𝜆), 𝑡1(𝜆), and 𝑡2(𝜆) are the complex Fresnel coefficients for probe 

reflection at the surface, transmission into STO, and transmission out of STO, respectively. These 

coefficients are calculated from the complex index of refraction �̃�(𝜆) = 𝑛(𝜆) + 𝑖𝜅(𝜆)  for 

water47,48 and 0.1% Nb:STO (fig. S9A).9  

The remaining term, 𝑟𝛥𝜖(𝜆, 𝑡), is the probe reflection coefficient from the propagating 

acoustic strain pulse. In the limit that the acoustic pulse has completely left the surface, the 

reflection coefficient can be written in terms of the acoustic frequency domain 

spectrum, 𝜀�̃�𝑧(Ω(𝜆)). Here, 𝜀�̃�𝑧(Ω(𝜆)) is the Fourier-transform of the time-domain acoustic strain 

pulse, 𝜀𝑧𝑧(𝜂) with 𝜂 = 𝑡 − 𝑧/𝑣𝑆𝑇𝑂  (shown in fig. 4B), in the absence of any acoustic damping 

mechanism. With these approximations, and for s-polarized light (𝐸-field in 𝑥) propagating in the 

𝑦𝑧-plane with an incidence angle of 𝜃𝑡, the 1st order scattering coefficient is:49  

 
𝑟𝛥𝜖(𝜆, 𝑡) =

𝑖𝜋𝑣𝑆𝑇𝑂

𝜆�̃�(𝜆) cos(𝜃𝑡)

𝛥𝜖𝑥𝑥(𝜆)

𝛥𝜀𝑧𝑧
𝜀�̃�𝑧(Ω(𝜆))𝑒𝑖Ω(𝜆)𝑡,  4 

where, assuming an isotropic crystal and uniaxial strain,  𝛥𝜖𝑥𝑥(𝜆) 𝛥𝜀�̃�𝑧(𝜆)⁄ =

𝜖𝑥𝑥(𝜆)𝑝𝑥𝑥𝑧𝑧(𝜆)𝜖𝑥𝑥(𝜆) is elasto-optic contribution and 𝑝𝑥𝑥𝑧𝑧(𝜆) is the relevant elasto-optic tensor 

element. 

For the acoustic strain part of the model, the second half of the theory is the strain 

generation mechanism, which models the interfacial strain and its resulting acoustic pulse, 𝜀𝑧𝑧(𝜂) 
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(fig. 4B). We follow the setup of the problem given by Bushnell and McCloskey.50 Briefly, the 

model is composed of two linear-elastic half-spaces which represent the water and STO interface. 

The main input parameter for this model is the isotropic transformation strain, or eigenstrain,51 𝜀𝑧𝑧
𝑇  

in eq. 5 below. The transformation strain describes the spatial and temporal dependance of how 

the lattice transforms (expands or contracts) under conditions of stress-free volume expansion, in 

analogy to thermal expansion or chemical expansivity.52 Because our pump diameter (>200 µm) 

is much larger than the acoustic pulse propagation distance (<8 µm) that we analyze, we assume 

translational symmetry in the in-plane coordinates (𝑥  and 𝑦 ) and approximate our strain as 

uniaxial, which reduces the problem to one dimension along 𝑧.  

We model the transformation strain as: 

 𝜀𝑧𝑧
𝑇 (𝑧, 𝑡) = 𝜀0

𝑇𝑆(𝑧/𝜉)(𝐺(𝑡/𝑡0) ∗ 𝑃(𝑡/𝜎)/𝜎),  5a 

 𝑆(𝑥) = 𝜃(𝑥)𝑒−𝑥, 5b 

 
𝐺(𝑥) = ∫ 𝑔(𝑦)𝑑𝑦

𝑥

−∞

= 𝜃(𝑥)(1 − 𝑒−𝑥), 5c 

 
𝑃(𝑥) = (2𝜋)−1/2𝑒−

𝑥2

2  , 5d 

where * represents convolution over 𝑡, 𝜀0
𝑇 is the strain magnitude, 𝜉 is the spatial extent, 𝑡0 is the 

strain formation time, 𝜎 is the pump intensity duration, and 𝜃(𝑥) is the Heaviside step function. 

Equation 5b represents the spatial dependance of the transformation strain along the 𝑧-axis, which 

we assumed to be an exponential decay. Equation 5c represents the transformation strain’s 

temporal dependence, which we set to be a 1st order exponential growth process. Note that this 

equation is explicitly written as an integral because the solution for the strain, eq. 6, will eventually 

be written in terms of the growth rate, 𝑔(𝑦). Finally, we include finite pump-pulse effects by 

convolving eq. 5c with the pump-pulse intensity profile in eq. 5d. We took the FWHM pulse 

duration to be 0.4 ps (fig. S4). 

 

 

 

 

Table 1: Constants, at room temperature, used for the CAWs model. 

Quantity Value 
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Lattice Constant (STO)42 0.3904 nm 

Densityα, 53 
𝜌𝑆𝑇𝑂 = 5.12 g/cm3 

𝜌𝐻2𝑂 = 0.998 g/cm3 

Acoustic Velocityβ, 54 
𝑣𝑆𝑇𝑂 = 7.86 nm/ps 

𝑣𝐻2𝑂 = 1.49 nm/ps 

Bulk Modulus42 𝐵STO = 170.57 GPa 

Shear Modulus42 𝐺STO = 108.46 GPa 

Poisson’s Ratio (STO)42 𝜐 = 0.277 

Thermal Expansion Coeff. (STO)55 𝛼𝑉 = 3.23×10-5 K-1 

Volumetric Heat Capacity (STO)55 𝐶𝑝 = 2.730 J/(cm3K) 

Elasto-Optic Coefficient (STO)56 𝑝1122 = 0.095 at 633 nm 

Acoustic Reflection Coefficientγ 𝑅 = 0.928 

 

α Calculated from the lattice constant and molar mass of STO. 
β Compressive acoustic velocity calculated from the elastic moduli and density of STO. 
γ Calculated50 from the densities and acoustic velocities of STO and water. 

Given the transformation strain in eq. 5, the acoustic frequency domain solution for the 

propagating strain pulse is given by: 

 
𝜀�̃�𝑧(Ω(𝜆)) = −

3𝐵STO𝜀0
𝑇𝜉

2𝑣𝑆𝑇𝑂
3 𝜌𝑆𝑇𝑂

�̃� (
𝜉Ω(𝜆)

𝑣𝑆𝑇𝑂
) �̃�(𝑡0Ω(𝜆))�̃�(𝜎Ω(𝜆)),  6 

where the constants are summarized in Table 1 and where the functional forms of the Fourier 

transforms, �̃�(𝜔), �̃�(𝜔), and �̃�(𝜔), are given in eq. S34 and the phases of �̃�(𝜉Ω(𝜆) 𝑣𝑆𝑇𝑂⁄ ) for 

various values of 𝜉 and �̃�(𝑡0Ω(𝜆)) for various values of 𝑡0 are plotted in fig. S13. �̃�(𝜉Ω(𝜆) 𝑣𝑆𝑇𝑂⁄ ) 

is defined by the Fourier transform of 𝑇(𝜂 𝑣𝑆𝑇𝑂 𝜉⁄ ) = ℎ(𝜂)𝑆(|𝜂| 𝑣𝑆𝑇𝑂 𝜉⁄ ), where 𝜂 = 𝑡 − 𝑧/𝑣𝑆𝑇𝑂 

and where we have dropped the pre-factors associated with Fourier scaling for clarity. Here, ℎ(𝜂) 

is a step function such that ℎ(𝜂 < 0) = 1 and ℎ(𝜂 > 0) = −𝑅 and where 𝑅  is the STO/water 

acoustic amplitude reflection coefficient. 𝑆(|𝜂| 𝑣𝑆𝑇𝑂 𝜉⁄ ) derives from the exponentially decaying 

spatial dependence of the interfacial strain (eq. 5b) and its reflection from the interface as it gets 

generated, while ℎ(𝜂) accounts for the sign flip of the strain during reflection and its partial 

transmission into water. Together, 𝑇(𝜂 𝑣𝑆𝑇𝑂 𝜉⁄ )  spatiotemporally describes the acoustic pulse 

propagating into the bulk that results from an instantaneously generated interfacial strain (𝑡0 = 0). 

We therefore call 𝑇(𝜂 𝑣𝑆𝑇𝑂 𝜉⁄ ) and its Fourier transform, �̃�(𝜉Ω(𝜆) 𝑣𝑆𝑇𝑂⁄ ), the spatial part of the 

strain. However, fig. 4B graphs the full 𝜀𝑧𝑧(𝜂), which represents the acoustic propagating pulse in 

fig. 1A for a given strain growth rate and spatial extent. Since the strain is instantaneously 
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generated in the OC condition (as described below), 𝑇(𝜂 𝑣𝑆𝑇𝑂 𝜉⁄ ) directly leads to the OC pulse 

shape shown in fig. 4B for a given spatial extent, 𝜉, of the interfacial strain. The second term in 

eq. 6,  �̃�(𝑡0Ω(𝜆)), is the Fourier transform of 𝑔(𝜂 𝑡0⁄ ), the transformation strain’s growth rate, 

which we will call the temporal function. In the spatiotemporal domain, eq. S33, a finite growth 

rate smears the spatial function, 𝑇(𝜂 𝑣𝑆𝑇𝑂 𝜉⁄ ), (as a convolution) to give a pulse that resembles the 

CC pulse shape in fig. 4B. Finally, the third term is the normalized pump intensity profile and is a 

symmetric function that does not contribute a net phase to the total CAW phase (eq. 3b.)  

Using the acoustic frequency domain solution for the propagating strain pulse, 𝜀�̃�𝑧(Ω(𝜆)), 

eq. 6, Figure 5A shows how the model’s average (400-700 nm) total phase (𝜙total(𝜆, 𝑡), eq. 3b) 

varies as a function of formation time for different spatial extents. In this figure, there are two 

important implications on the scope of conclusions which we can draw from fitting the model to 

our phase data. The first and more important implication is that the total CAWs phase is sensitive 

to small spatial extents and fast formation times but is insensitive to large spatial extents and slow 

formation times. This conclusion arises because the phases of the spatial and temporal functions 

that determine 𝜙𝑟𝛥𝜖(𝜆, 𝑡)  in eq. 3b have asymptotic relationships with spatial extent (𝜉)  and 

formation time (𝑡0). This is most clearly shown in fig. 5A: as the spatial extent approaches and 

exceeds 5 nm, the curves converge to the 15 nm curve, thereby decreasing the model’s phase 

sensitivity to large spatial extents. Similarly, the slope magnitude of any individual curve decreases 

with larger formation time, indicating that the model becomes insensitive to formation times 

greater than ~15 ps. Therefore, when parameterized for STO, our model can reliably extract spatial 

extents of less than ~5 nm and formation times of less than ~15 ps. 
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Figure 5: A) The dependance of the average phase (averaged from 375 to 700 nm) on the 

strain’s formation time and spatial extent. The slope of each curve indicates the CAWs model’s 

sensitivity to the strain’s growth rate. The box shows the average phase of the 1.31 ps fit in panel 

B and the standard deviation of its residuals, 150 ± 4°, and the formation time constrained to be 

within the emissive growth rate, 〈𝜏𝐺,𝑓𝑎𝑠𝑡〉𝜆 = 1.2 ± 0.3 ps as fit by eq. 1 (fig. S6). B) The CAWs 

model best fit (black dashed line, 1.31 ± 0.03 ps, 100 ± 195 nm) for the CC CAWs phase 

spectrum. To give a sense of our model’s error bounds, we also show formation times of 0.9 ps 

and 1.5 ps, both at 100 nm, in panel B as grey dashed lines. These bounds correspond to the 

upper left and lower right corner of the box in panel A. C) The CAWs model best fit (black 

dashed line) to the OC CAWs phase spectrum. D) OC (red) and CC (blue) best fit curves for the 

CAWs amplitude spectrum with spatial extent and formation time constrained to the best fits in 

B and C. In analogy to panel B, for CC we show the effect of formation time on the CAWs 

amplitude while keeping the strain amplitude at 0.02% and spatial extent at 100 nm. For all 

panels, the CC data is an average of the fig. 2 results for CC 1 and CC 2. In addition, the x-axis 

range shows the model fit range of the data and shaded regions show the standard error weights 

used to fit the phase. 

The second implication is that the spatial and temporal phase contributions are additive 

toward the total phase. This can be seen in fig. 5A, where the phase vs. formation time curves have 

the same shape but differ by a vertical offset, which is the phase contribution from the spatial 

extent. The implication is that for a single probe wavelength, one would not be able to 

simultaneously extract both a spatial extent and formation time because a single total phase value 

cannot uniquely determine a pair of additive phases. Fortunately, we have used a broadband 

version of picosecond acoustic interferometry34,40,41 and acquired a full octave of acoustic 

bandwidth, where a tilt is clearly present in the CC phase spectrum in fig. 5B. Because opposite 

tilts are present in the individual spatial and temporal phase contributions (fig. S13), the tilt 
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provides the additional information required to uniquely determine the spatial extent and formation 

time without constraining one or the other. 

With these implications in mind, we performed a weighted least-squares fit of eq. 3b on 

the OC and CC CAWs phase data shown in fig. 4b with the spatial extent (𝜉) and formation time 

(𝑡0) as the only free parameters. Figure 4b shows the best fit curves with black dashed lines. For 

CC, the best fit corresponded to a tensile strain with a formation time of 1.31 ± 0.03 ps and a spatial 

extent that converged at the 100 ± 195 nm upper bound. For OC, we were unable to get a reliable 

fit because of the spatial and temporal phases’ additive property combined with the larger spread 

in the OC data. The best fit corresponded to a compressive strain with a formation time that 

converged at the 0 ps lower bound and a spatial extent of 6 nm with standard error of 1.5×104 nm. 

From this, we can only conclude that the OC strain forms within the pump pulse duration. Note 

that the uncertainties we report are linearized standard errors and are unlikely to be accurate 

estimates of the true standard error, especially for the spatial extents because of its asymptotic 

relationship with phase. Nevertheless, the order of magnitudes of the standard errors strongly 

suggest that the extracted CC strain formation time is robust. More importantly, our model 

independently extracts the strain formation time, and this formation time is in quantitative 

agreement with the fast emissive growth rate as fit by eq. 1 (fig. S6).  

Although we could not provide a quantitative estimate for the strain’s spatial extent, we 

can estimate a lower bound by assuming that the strain formation time is the same as the fast 

emissive rise time as extracted by eq. 1. In fig. 5A, we used the exponential fits to the CC emissive 

rise time (fig. S6) to constrain the CC phase to the grey box (1.2 ± 0.3 ps, 150 ± 4o), where the CC 

average phase was calculated from the average phase of the 1.31 ps fit and the bounds represent 

the standard deviation of the residuals. The corners of this box estimate the uncertainty in the 

spatial extent when using an independent measure of the interfacial strain’s formation time from 

the fast emissive fit in eq. 1. To connect this box to the CAWs phase spectrum, we plot in fig. 4B 

the model phase curves for a 0.9 ps formation time, 100 nm spatial extent and a 1.5 ps formation 

time, 100 nm spatial extent, which represent the upper left and lower left corners on the box, 

respectively. This gives a visual understanding of the fitting quality of the 1.31 ps best fit phase 

curve, which is the target in the center of the box. In addition, we provide several other best fit 

curves with various constrained spatial extents in fig. S14B. When we constrained the formation 

time to 1.2 ps in the model, we found the best fit spatial extent to be 12 nm. The lower left corner 
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of the box represents a lower bound estimate for the spatial extent, which we found to be 3.4 nm 

when we constrained the formation time to 0.9 ps. Visually, this lower bound represents a 

reasonable lower bound error based on the tilt shown by the black dashed curve in fig. S14B. In 

addition, in fig. S14A, we have generated curves to show how the best fit spatial extent varies 

asymptotically with different constrained formation times ranging from 0.9 to 1.33 ps, which 

demonstrates why we cannot assign an upper bound to the spatial extent through this model.  

To find the strain magnitudes, we turn to the CAWs amplitude spectra shown in fig. 4C. 

Because the relationship between the strain magnitude and CAWs amplitude depends on both the 

formation time and spatial extent, we constrained the spatial extents and formation times with the 

values described above and had the strain magnitude as a free parameter. For pH 13, CC at 0.04 

mJ/cm2, the best fit strain magnitude was 0.06% for 1.2 ps and 12 nm. We estimate an upper bound 

for this strain to be 0.6% for 0.9 ps and 3.4 nm and an asymptotic lower bound of 0.02% for 1.31 

ps and 100 nm. The dependance of strain magnitude on spatial extent is summarized in fig. S14A. 

Note that the CAWs amplitude spectra is fit to eq. 3a and includes a model for elasto-optic 

dispersion, 𝛥𝜖𝑥𝑥(𝜆) 𝛥𝜀𝑧𝑧⁄ , which is defined in eqs. S17 and S18.57 Figure S14C shows that the 

shape of the amplitude spectrum is insensitive to the spatial extent and formation time and is 

largely determined by this elasto-optic dispersion (fig. S12).  

For pH 13 OC at 2.0 mJ/cm2, we used the pump intensity penetration depth of 15.5 nm 

(fig. S9B) and formation time of 0 ps to find a strain magnitude of 0.14%. To compare the strain 

magnitude between OC and CC, we must normalize for the fluence. For OC this yields a strain of 

0.07% per mJ/cm2 and for CC a strain of 1.5% per mJ/cm2 for the 12 nm estimate. As a comparison, 

thermal expansion would create a tensile strain magnitude of 0.08% per mJ/cm2 with a 15.5 nm 

pump penetration depth (see section S15).55 Note that the magnitude agreement between OC strain 

and thermal strain is coincidental because thermal strain is tensile while our results indicate that 

OC strain is compressive. This sign difference suggests that the OC strain generation mechanism 

is related to, but not limited to, carrier deformation coupling and is caused by large changes in 

carrier densities. Finally, this comparison indicates that the CC strain magnitude is unusually 

strong, with a fluence normalized strain that is more than 20 times stronger than routine pump-

induced processes, such as thermal expansion. 

 

4 Discussion 
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Figure 6: A) Graphical summary of the CC strain magnitudes, spatial extents, and formation 

times, as fit and estimated by the CAWs model. The red gradient represents the decay of the 

interfacial strain. The transparent white box indicates the mid-gap states. As a comparison, the 

pump intensity penetration depth is 15.5 nm and the depletion width is ~25 nm.9 B) A 

comparison of how the TiO6 octahedra are distorted under tensile uniaxial and out-of-plane strain 

(left, our work) and compressive biaxial and in-plane strain (right, strain engineering via lattice 

mismatch).58 The arrows indicate the direction of expansion and contraction. Although the 

volume of the unit cell changes, in both cases the strained crystal 𝑐-axis is larger than the 𝑎- and 

𝑏-axis. 

As summarized in fig. 6A, in CC we have tensile strain that forms with a 1.31 ps time 

constant and an estimated a lower bound spatial extent of the strain to be 3.4 nm. The tensile strain 

magnitude has a range between 0.02% to 0.6%, with a best fit magnitude of 0.06%. We assign this 

strain to hole-polaron trapping at the surface because of the strong correlations present for the 

formation time and amplitude. For OC, the strain was compressive, formed within the pump pulse 

duration, and correlated with the carrier population; we therefore assign it to carrier deformation 

coupling. The remainder of the discussion will concentrate on the CC strain. We first place the 

strain found in the CC conditions in the context of strain engineering, based on its upper bound 

and that it is tensile.  We next consider the generation mechanisms by which hole-polarons could 

induce a similar interfacial strain.  Finally, we discuss the possible origins of the 1.31 ps formation 

time.   

The 0.6% upper bound tensile strain is similar in magnitude to strains generated in the field 

of strain engineering by lattice mismatch in epitaxial thin films.20 For epitaxial thin films, the strain 

is typically biaxial and in-plane (001 and 010), whereas in this work the strain is uniaxial and out-

of-plane (100). The two types of strain can be compared by the unit cell’s tetragonality,58 which 

measures the ratio of the unit cell’s 𝑐- (out-of-plane) to 𝑎- and 𝑏-axis (in-plane). This is possible 
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because strain introduces Jahn-Teller like distortions to the TiO6 octahedra, which leads to 𝑒𝑔 

orbital splitting into 𝑑𝑥2−𝑦2 and 𝑑𝑧2 orbitals, whose energy ordering depends on the magnitude of 

tetragonality, and modifies Ti 3d orbital filling.58 As shown in fig. 6B, our tensile out-of-plane 

strain correlates with compressive in-plane strain (𝑐 > 𝑎). 

While in strain engineering the lattice mismatch to the substrate is encoded in the growth, 

strain generation mechanisms of surface hole-polarons exist that could give rise to a continuum, 

tensile strain of a similar magnitude.  In the classic Fröhlich (large polaron)59 and Holstein (small 

polaron)60 descriptions, charge trapping is facilitated by optical phonons,61 which do not change 

the unit cell size and therefore does not directly induce strain. For polarons to induce strain, there 

must be coupling to acoustic phonons, either through electron-acoustic phonon coupling62-64 or 

through optical-acoustic phonon coupling.32 Two mechanisms exist for the electron-phonon case 

in particular: through the deformation potential to form an acoustic polaron,63 and through the 

piezoelectric effect to form a piezoelectric polaron.64 Normally, piezoelectricity is symmetry 

forbidden in room temperature STO because it is centrosymmetric, but the recent discovery of a 

surface piezoelectric effect induced by interfacial electric fields65 and surface relaxation66 indicates 

that such an effect is present, possibly to a large extent, at the STO/water interface. It is also worth 

noting that such a surface piezoelectric effect has been associated with perovskite octahedra 

rotation,67 which could reduce the effects of strain on OER activity.21 

Other than deformations directly associated with the hole polaron,44 changes in free carrier 

concentrations can also contribute to interfacial strain. Under CC conditions, VB holes are the 

dominant free carrier near the surface because of the maintained Schottky barrier and resulting 

electron drift away from the surface (fig. S11).9 Under these conditions, the most likely 

mechanisms for free carrier strain generation are either through carrier deformation coupling31 or 

through an inverse-piezoelectric effect46 caused by VB hole accumulation near the surface and the 

aforementioned surface piezoelectric effect.65 We speculate that, if VB holes do significantly 

contribute to the strain, it would be dominated by the inverse-piezoelectric effect because carrier 

deformation coupling is likely weak, as shown by the comparatively weak OC strain. While the 

above mechanisms are possible, we emphasize that the strong correlation of strain with the hole-

polaron population suggests that polaronic distortion is the primary driver. 

We now turn to the effects of our interfacial strain on OER catalysis and surface 

degradation. For OER/ORR catalysis, perovskite strain engineering typically uses a descriptor 
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approach to correlate strain with oxygen adsorbate binding energies.20,22,68,69 This, combined with 

the universal scaling relations can correlate strain with OER activity.5,70 For our system, tensile 

uniaxial strain correlates with compressive biaxial strain, which favors 𝑑𝑧2  orbital filling and 

therefore 𝑒𝑔 orbital filling, which is correlated with a weakening of the terminal Ti-O bond.21,71 

This can be rationalized with a geometric argument: the 𝑑𝑧2 orbital overlaps with the adsorbate 

oxygen 2p orbital in a σ* type bonding, therefore greater 𝑑𝑧2 filling weakens the bond.71 Given 

that STO is a weak-binding catalyst,4,72 where OER is limited by a high M-OH* binding energy,5 

we would expect a reduction in catalytic activity. Note that in our experiment, the thermionically 

limiting step of M-OH* formation causes the strain, and therefore the strain shifts the energy levels 

of forming additional M-OH* intermediates. It is also worth noting that, in liquids, a strain induced 

change in binding energies does not always translate to a change in catalytic activity.21 

This descriptor approach has also been used to correlate strain with perovskite ABO3 A- 

and B-atom vacancy formation energies, which have implications for surface degradation and 

amorphization.25 These trends are important because strain may facilitate the surface degradation 

present in our experiment (fig. S5). Note that surface degradation is also thought of as a kinetically 

hindered phase transition to a different region on a Pourbaix diagram induced by hole 

accumulation near the surface.23,27 

Finally, the most striking result from this work is the quantitative agreement between the 

1.3 ps CC strain and fast emissive growth rate. Previous work has established that the emissive 

component is a spectroscopic signature of hole-polaron formation at the surface (as a terminal or 

bridged oxyl species) and, at 0.04 mJ/cm2, occurs with a 1.3 ps time constant.8 This time constant 

is also characteristic of the formation of an infrared active subsurface vibration, which is caused 

by lattice distortions associated with the terminal oxyl.12  The CAW identification of the 1.3 ps 

time constant extends the characterization of hole-polaron formation to the GHz, acoustic domain.  

Namely, the formation of the hole-polaron’s electronic states are tracked by visible emission, its 

vibrational states by mid-infrared normal modes, and the continuum, interfacial strain of a surface 

population by GHz phonons.  The fact that the 1.3 ps time constant is common to probes across 

the electromagnetic spectrum that definitively assigns it to a hole-trapping free energy with an 

elevated, but common temperature of the quantum states.  Further, it suggests to which low energy 

surrounding modes that free energy dissipates. That hole-polaron formation occurs with an 

interfacial strain field directly implicates the propagating acoustic pulse in the dissipation.43,73 On 
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the other hand, upon subtraction of the lattice phonons in the data, one is left with a GHz mode 

resulting from Brillouin scattering in the electrolyte (fig. S7), implicating the rotational-vibrational 

modes of water.  Further, the 1.3 ps time constant itself has been assigned to the dissipation of an 

excited O-H stretch mode of water at interfaces.8,74-76 While the activation free energy could 

involve all these modes, and the 1.3 ps could be rate limited by any of one of them, the results 

show that the hole-trapping event to create OER intermediates in photo-electrochemistry 

implicates dissipation to both sides of the solid-liquid interface.   

5 Conclusion  

In this work, we found that ultrafast UV excitation of 0.1% Nb:SrTiO3 generates an 

interfacial strain at the SrTiO3-water interface that leads to the observed CAWs in our broadband 

TR spectra. Under CC (OER) conditions, a uniaxial (001) tensile strain is generated which we have 

assigned to the formation of the first OER intermediate, a hole-polaron trapped at surface oxygen 

sites. In OC conditions, the strain generation is compressive, 20 times weaker when normalized 

by pump fluence, and is likely caused by carrier-deformation coupling. For CC, we were able to 

quantitatively account for the CAWs phase and amplitude spectrum, which allowed us to extract 

a 1.3 ps formation time for the CC strain and estimate a lower bound spatial extent for the strain 

to be 3.4 nm with an upper bound strain magnitude to be 0.6%. These results highlight some of 

the transient effects present under OER conditions that may perturb the OER mechanism and could 

be involved in the observed surface degradation. Finally, this work provides a more complete 

spectroscopic characterization of the first OER intermediate in SrTiO3 that now spans from the 

GHz through to the UV-VIS.  The distinctive 1.3 ps formation time coincident with dissipation to 

low energy modes motivates future work on the dynamics behind hole-trapping, a critical step in 

any photo-driven electrochemical process.  
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